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reword

ISO (the International Organization for Standardization) is a worldwide federation of national standards bodies

ISO (the International Organization for Standardization) is a worldwide federation of national standards bodies
(ISO member bodies). The work of preparing International Standards is normally carried out through 1SO

technical committees. Each member body interested In a subject tfor which a technical committe
established has the right to be represented on that committee. International organizations, govern
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rnational Electrotechnical Commission (IEC) on all matters of electrotechnical standardization.

rnational Standards are drafted in accordance with the rules given in the ISO/IEC Difectives, Pa
main task of technical committees is to prepare International Standards. ‘Draft Internationa
rnational Standard requires approval by at least 75 % of the member bodies casting a vote.

xceptional circumstances, when a technical committee has callected data of a different kin
ch is normally published as an International Standard (“state.©f)the art”, for example), it may
ple majority vote of its participating members to publish a Technical Report. A Technical Repo
rmative in nature and does not have to be reviewed until‘the data it provides are considere

er valid or useful.

ntion is drawn to the possibility that some of the_eléments of this document may be the subje
ts. ISO shall not be held responsible for identifying any or all such patent rights.

/TR 9272 was prepared by Technical Committee ISO/TC 45, Rubber and rubber products, Su
2, Testing and analysis.
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Introduction

The primary precision standard for ISO test method standards is ISO 5725, a generic standard that presents
the fundamental statistical approach and calculation algorithms for determining repeatability and
reproducibility precision as well as accuracy and a concept related to bias called trueness. However there are
certain parts of ISO 5725 that are not compatible with precision determination in the rubber manufacturing and
carbon bladk industries over the past four decades.

two major groblems exist:

strict 4
condug

a) dherence to ISO 5725 conflicts with the operational procedures and the past history of testing as

ted in these two industries and

b) ISO 5725 does not address certain requirements that are unique to rubber and carben black testing.
Thus althoy

it is not suf

gh ISO 5725 is necessary as a foundation document for this Technical Report and is used as quch,

icient for the needs of TC 45.

This Techrjical Report replaces ISO/TR 9272, an interim document thiat)has been used for guidance
precision determination since 1986. This new edition of the Technical Report has a more comprehen
approach t¢ the overriding issue with precision determination over, the past several decades — the disco
that the reproducibility (between-laboratory variation) of many test'methods is quite large. The existenc

on
Sive
ery
p of

very poor
subject of
caused by
This new
reduces th

etween-laboratory agreement for many fundamental-test methods in the industry has been
uch discussion and consternation. Experience has shown that poor reproducibility is most o
pnly a small number (percentage) of the laboratories that may be designated outlier laborato
dition of ISO/TR 9272 describes a “robust analysis approach that eliminates or substant
influence of outliers. See Annex E for a.more detailed discussion of these issues and additi

the
ften
ies.
ally
bnal

background on ISO 5725.

Five annexgs are presented. These serve as supplements to the main body of the Technical Report. They|are

in addition {o the terminology section proper.

— Annex|A defines the Mandel i(and k statistics, illustrates how they are calculated and gives tablep of
critical|k and k values.

— Annex|B lists the calcilation formulae for repeatability and reproducibility. It also describes how to

genergte and use sixtables that are required for a spreadsheet precision analysis.

Annex
h and
precisi

C outlings the procedure for calculating replacement values for outliers that have been rejected by
k value analysis. Outlier replacement rather than deletion is an option that may be used| for
bn determination with a minimum number of laboratories and/or materials.

Annex D is an example of a typical general precision determination programme for Mooney viscosity
testing. It shows how a precision database is reviewed for outliers, using both the % and the £ statistics,
and illustrates some of the problems with outlier identification and removal as described in ISO 5725-2.

Annex E presents some background on ISO 5725, robust analysis and other issues related to precision
determination.

Annex E is given mainly as background information that is important for a full understanding of precision
determination. Annexes A, B, and C contain detailed instructions and procedures needed to perform the
operations called for in various parts of this Technical Report. The use of these annexes in this capacity
avoids long sections of involved instruction in the main body of the Technical Report, thus allowing better
understanding of the concepts involved in the determination of precision.
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Rubber and rubber products — Determination of precision for
test method standards
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5 Technical Report presents guidelines for determining, by means of interlaboratory.'test p
Ps), precision for test method standards used in the rubber manufacturing and the Cartion blach
ses the basic one-way analysis of variance calculation algorithms of ISO 5725 and’as many ¢
definitions of ISO 5725 as possible that do not conflict with the past history@and procedures f

rogrammes

industries.
f the terms
Dr precision

det¢rmination in these two industries. Although bias is not determined in this® Technical Repgrt, it is an
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3

3.1

ential concept in understanding precision determination. The ISO 5725 concepts of accuracy a
not determined in this Technical Report.

precision determination methods are given that are described as “robust” statistical proc
mpt to eliminate or substantially decrease the influence of outliers. The first is a “level 1
cedure intended for all test methods in the rubber manufaeturing industry and the second i
ation of the general precision procedure, designated “leyel 2 precision”, that applies to carbon 1
n of these use the same uniform level experimental design and the Mandel % and £ statistics tq
Cision database for potential outliers. However, theycuse slight modifications in the procedure 1
mpatible data values as outliers. The “level 2 \precision” procedure is specific as to the
icates per database cell or material-laboratory egmbination.

Normative references

following referenced documents—are indispensable for the application of this document.
rences, only the edition cited\applies. For undated references, the latest edition of the
ument (including any amendments) applies.

3534-1, Statistics — Vocabulary and symbols — Part 1: Probability and general statistical term

5725 (all parts)sAccuracy (trueness and precision) of measurement methods and results

Terms.and definitions

General

nd trueness

bdures that
precision”
5 a specific
lack testing.
review the
or rejecting
number of

For dated
referenced

For the purposes of this document, the terms and definitions given in 3.3 apply, together with those in
ISO 5725 with modifications in 3.2.

Additional terms concerning certain types of precision can be found in 5.3. Better understanding can be
gained by giving these definitions, which relate to the nature of the material to be tested, in that subclause.
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3.2 IS0 5725 terms

Terms defined in ISO 5725, usually those from ISO 3534-1, are used when:

a) their definition does not conflict with the procedures required for a comprehensive treatment of precision
determination for TC 45 test method standards, and

b) when they are adequate to the task of giving definitions that are informative and promote understanding.

In this subclause, some additional notes have been added to the ISO 5725 term definitions to give greater

recision determination for TC 45 test methods

insight into

3.21
accepted 1
value that g

eference value

a) atheoretical or established value, based on scientific principles;

b) anass

C) a cons

scientific or engineering group;

d) when
specifi

3.2.2
test result
value of a d

NOTE
observations
may also red

3.2.3
accuracy
closeness ¢

NOTE
common sy§

3.24
bias
difference |

NOTE
systematic ¢

pd population of measurements.

haracteristic obtained by carrying out a specified test method

uire standard corrections to be applied, suehas correction of gas volumes, etc.

f agreement between a test result and the accepted reference value

tematic error or bias component.

erves as an agreed-upon reference for comparison and which is derived as:

etween the expectation of the test results and an accepted reference value

gned or certified value, based on experimental work of some national or international organizatjon;

ensus or certified value, based on collaborative experimental work“under the auspices ¢f a

h), b) and c) are not available, the expectation of the (measured) quantity, i.e. the mean ¢f a

The test method should specify that one or-a number of individual measurements, determination or
be made and their average or another appropriate function (median or other) be reported as the test resyit. It

The term accuracy, when applied to a set of test results, involves a combination of random components ahd a

Bias<{is(the total systematic error (deviation) as contrasted to random error. There may be one or more
rror,components contributing to bias. A larger systematic difference from the accepted reference valde is

reflected by

3.25
laboratory

raar-bi
oy oTasT

bias

difference between the expectation of the test results from a particular laboratory and an accepted reference

value

© 1SO 2005 — All rights reserved
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3.26
precision
closeness of agreement between independent test results obtained under stipulated conditions

NOTE 1 Precision (for within-laboratory conditions or repeatability) depends on the distribution of random errors and
does not relate to the true value (accepted reference value) or the specified value. For a global testing domain (between-
laboratory conditions), see 3.3.1 below, the between-laboratory precision (reproducibility) is influenced by laboratory bias
as well as the random variations inherent in such a global testing domain.

NOTE 2 The measure of precision is usually expressed in terms of the imprecision and computed as a standard
deviation of the test results. Less precision is reflected by a larger standard deviation.

NOTE 3  The term “independent test results” is defined as a set of results where the measurement of each|value (of the
set)|has no influence on the magnitude of any other test result in the set.

NOTE 4  Quantitative measures of precision depend critically on the stipulated conditions (the type of test domain).
Repeatability and reproducibility conditions are particular sets of extreme conditions.

NOTE 5  Alternatively, precision may be defined as a “figure of merit” concept. It is proportional to the inverse of the
dispersion of independent replicate (test or observed) values, as estimated by the_standard deviation, fof a specified
testing domain.

3.2J7

reppatability conditions

conditions where independent test results are obtained with the same method on identical tes
elements) in the same laboratory by the same operator using ‘the same equipment within short
tim

t items (or
intervals of

NOTE As defined in 3.3.1, a “local test domain” is the loCale or environment (in a particular laboratory)|under which

repe

atability tests are conducted. The word “identical” should be interpreted as “nominally identical”, i.e.

o intentional

diffgrences among the items. The “intervals of time” between repeat measurement of test results may be selected by the
congsensus of a particular testing community. For TC 45 and the international rubber manufacturing indugtry, the time
interval between repeat tests is of the order of one toyseven days.

3.28

reppatability

pregision under repeatability conditions

NOTE 1 Repeatability, defined‘\by the symbol r, is expressed in terms of an interval or range that is a multiple of the
starldard deviation; this interyal ‘should (on the basis of a 95 % probability) encompass duplicate independerit test results
obtdined under the defined.lacal testing domain.

NOTE 2  Relative repeatability, (r), is expressed in terms of an interval (a multiple of the standard deviatjon) that is a
pergentage of the~mean level of the measured property; this interval should (on the basis of a 95 % probability)

encpmpass duplicate independent test results (on a percentage basis) obtained for a defined local testing donpain.

NOT
for

[E 3 _ “Repeatability may be dependent on the magnitude or level of the measured property and is usu
articular property levels or materials or element classes (that determine the level).

ally reported

NOT ; two different
ways and the term repeatability can be used in two different contexts. It can pertain to a common community value,
obtained as an average (or pooled) value from all laboratories in an ITP among N different laboratories. This can be
referred to as a universal or global repeatability, that applies to a “typical laboratory”, that stands as a representative of all
laboratories that are part of a global testing domain. It can also pertain to the long-term or established value for a
“particular laboratory” as derived from ongoing testing in that laboratory, not related to any ITP. The second use can be
referred to as a local repeatability, i.e. repeatability obtained in and for one laboratory.

© I1SO 2005 — All rights reserved
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3.29

reproducibility conditions

conditions where test results are obtained with the same method on identical test items (or elements) in
different laboratories with different operators using different equipment

NOTE 1 Each laboratory (or location) in the global testing domain, see 3.3.1.5, conducts r repeatability tests on a
material (target material) and reproducibility is determined based on the mean values (of the n local domain tests) for the N
laboratories for that material. Reproducibility may also depend on the level of the measured property or on the materials

tested and it

is also usually reported for particular levels or materials.

NOTE 2  The term “different equipment” should be interpreted as different realizations of an accepted and standard test
device, i.e. gftofthetestdevicesare ||U|||i||a“y denticatbut ﬁlcy aretocatedindifferenttaboratories:

3.2.10

reproducibility

precision obtained under reproducibility conditions

NOTE 1 Reproducibility, R, (for a defined global testing domain) is obtained by way of independent-tests conductgd in

N laboratorig
range that is|
test results,

NOTE 2
percentage
encompass

global testingg domain.

NOTE 3
usually repo
discussed a

global testing domain.

NOTE 4

random vari
Laboratories]
zZero or a v
although the
the characte|

a multiple of the standard deviation; this interval should (on basis of a 95 % probability) encompass dupli
pach obtained in different laboratories for a defined global testing domain.

Relative reproducibility, (R), is expressed in terms of an interval (a multiplecof*the standard deviation) that
pf the mean level of the measured property; this interval should {on the basis of a 95 % probab
juplicate independent test results (on a percentage basis) each obtajned in different laboratories for a def

Reproducibility may also depend on the level of the measured property or on the materials tested and it is
ted for particular levels or materials. Reproducibility usually“does not have the dual interpretation or us
ove for repeatability, since it is a “group characteristic’, that only applies across a number of laboratories

\s indicated in Note 1 in the definition of precision above, reproducibility is determined by the magnitud

that have good agreement with either a reference value or an overall mean value for the ITP, have e
ery small bias. Laboratories that do mot-have good mean value agreement have substantial biases
bias magnitude is relatively constant for each laboratory, it differs among the biased laboratories, i.e. it
fistics of a distribution.

s (with n replicates each) on nominally identical test items or elements, expressed4n<terms of an interval or

cate

is a
ility)
ned

also
b as
ina

e of

btions in the global testing domain as well as the distribution of bias components in this same global donpain.

ther
and,
has

3.2.11

outlier

member of ja set of values whichris inconsistent with the other members of that set

NOTE This TC 45 standard defines a “set” as a “class of elements” that are subjected to measurement. See eleqent

and element

3.3 Req

class defined.in 3.3.1 below.

lired.terms not in ISO 5725

A number

of specialized terms are defined here in a systematic sequential order, from simple term

5 to

complex terms. This approach allows the simple terms to be used in the definition of the more complex terms;
it generates the most succinct and unambiguous definitions.

3.31

3.3.1.1
element

Basic testing terms

entity that is tested or observed to determine a property or characteristic; it may be a single object among a
group of objects (test pieces, etc.) or an increment or portion of a mass (or volume) of a material

NOTE The generic term element has a number of synonyms: item, test piece, test specimen, portion, aliquot part,
sub-sample, laboratory sample.
4 © 1SO 2005 — Al rights reserved
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3.31.2

element class

class of elements)

category or descriptive name for a group of elements that have a common origin or have nominally identical
properties

NOTE The term “nominally identical” implies that the elements come from a source that is as homogeneous as
possible with regard to the property being measured.

3.3.13

testing domain
locdtion and operational conditions under which a test is conducted; it includes a description of fhe element
preparation (test sample or test piece), the instrument(s) used (calibration, adjustments, settings);the selected
testitechnicians and the surrounding environment

3.31.4

Ioc:rl testing domain
donmain comprised of one location or laboratory as typically used for quality contfél. and internal development
or gvaluation programmes

3.3/1.5

glopal testing domain
domain that encompasses two or more locations or laboratories, domestic or international, typicdlly used for
proglucer-user testing, product acceptance and interlaboratory test programmes

3.3/1.6

balanced uniform level design
plap for an interlaboratory test programme (ITP) for precision, where all laboratories test all the materials
selected for the programme and each laboratory conducts the same number of repeated tests, [, on each
malerial.

3.3]2 Material and sampling terms

3.3121
material
spegific entity or element class to.be tested; it usually exists in bulk form (solid, powder, liquid)

rubber, a rubber compound( a carbon black, a rubber chemical, etc. A material may or may not be homggeneous. In
product testing, the term ‘material may be used to describe the “class of elements” or type of rubber progluct such as
O-ripgs, hose assembli€s; motor mounts, etc. See also the definition of “target material” in 5.3.

NOTE Material is used as'a generic term to describe the “class of elements” that is tested, i.e. a mate{al may be a

3.32.2
lot
spegified mass or volume of material or number of objects; usually generated by an identifiable process,
frequently/with a recognized composition or property range

NO--E A :Ut Illcly bU UUIIUIdtUd by o CUITHTornTt pluduut;ull (UI ||atu|a=) plUbUOD ;II [=} IUOtI;btUd t;lllc PUI ;Ub and Usua”y
consists of a finite size or number. A lot may be a fractional part of a population. A recognized property range implies that
some rough approximation is available.

3.323

sample

(physical sample) number of elements or the specified mass of a material, selected according to a particular
procedure, used to determine material, lot or population characteristics

NOTE The term “sample” should not be used as a synonym for “material”, or “target material”’, see 5.3. Ideally
several “materials” are tested in any ITP with each material being different (chemically, structurally, property wise). From
each material, some number of “samples” (all nominally identical) may be taken for testing.
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3.3.24
sample

(data) number of test or observation values (n = 1, 2, 3, etc.) obtained from (one or more) physical samples by
the application of a specific test (observation) method

3.3.2.5

test sample
part of a (physical) sample of any type taken for chemical or other analytical testing, usually with a prescribed

blending or

NOTE

other protocol

A test sample is usually a mass or volume that is some very small fractional part of a bulk material.

3.3.2.6
test piece
object (app

NOTE

3.3.3 Adg

3.3.31

replicate
one of a se
sample; ea

NOTE
data set, wh

3.3.3.2
true value
measured
errors, devi

NOTE
Typical “sys
calibration, g

3.3.33

uncertaint
quantity tha
given local
accepted re

NOTE
defined equ
“uncertainty”’
“uncertainty”’

ropriately shaped and prepared) taken from a sample (or lot) for physical or mechanigcal testing

The term “test specimen” is a synonym for test piece.

itional statistical terms relating to precision

lected number of independent fractional parts or independent.number of elements, taken fro
ch fractional part or element is tested.

The word replicate as defined above refers to a physical object {(element). It can also be used in reference

bre it refers to one of a number of independent data values.

br observed value for an element, that would*be obtained for a testing domain in the absenc
ptions or variations of any sort, i.e. wherethere is no “system-of-causes” variation

The true value is also defined as the mean that would be obtained by testing all members of any popula
ems of causes” are the unavoidable-fluctuations in temperature, humidity, operator technique, fidelif

tc. in a controlled testing domain.

y

ference value.and includes both random and bias deviations

The definition‘of “uncertainty” given here attempts to capture the general nature of the concept. It has |

valently,—but using different words, by a number of organizations addressing this concept. The
as defined here is distinguished from the ordinary use of the word. As indicated, “goodness” or “merit”
(doubt about the measurement) are inversely related. Uncertainty is a characteristic of a local test don

each local d

pmain for any defined test may have a different uncertainty value. Precision as determined by a typical

t characterizes, in ab-inverse manner, the “figure of merit” for a measurement or observation; fl
domain, it is the-magnitude of the difference between the measured element value and

m a

toa

b of

tion.
y of

Dr a
an

een
vord
and
hain;
ITP

(both repeatability and reproducibility) is a characteristic of a global test domain; the precision values obtained in any ITP

are intended

4 Field

4.1

for universal application, i.e. to a number of laboratories as a group.

of application

General background

This Technical Report applies to test methods that have test results expressed in terms of a quantitative
continuous variable. It is in general limited to test methods that are fully developed and in routine use in a

number of |

aboratories.
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Tests are conducted using standard test methods to generate test data that are used to make technical and
other decisions for commercial, technical and scientific purposes. Therefore the precision of a particular test
method is an important quality characteristic or figure of merit for a test method and a decision process.

A determination of the precision of a test method is normally conducted with (1) some selected group of
materials typically used with that method and (2) with a group of volunteer laboratories that have experience
with the test method. The determination represents an “event in time” for the test method for these materials
and laboratories. Another ITP precision determination with somewhat different materials or even with the
same materials with the same laboratories at a different time may generate precision results that differ from
the initial ITP.

Thg confidence intervals for the estimated values for repeatability and reproducibility standard_deviations is
addressed in 1ISO 5725 and is not part of this Technical Report. The treatment of precision| parameter
confidence intervals in ISO 5725 assumes the inherent variation in individual values for both‘repeatability and
reproducibility standard deviations (in a long run series of evaluation programmes), is attributablg to random
tesf data variations with a normal distribution. Experience as indicated in References,[1], [2], [3] pnd [4] and
elsewhere has shown, however, that the poor reproducibility among the laboratorieSJof a typical ITP is due to

inteflaboratory bias. Certain laboratories are almost always low or high compared-to a referencd as well as

oth
Thi
any|
mo

Cal
pro

r laboratories in all tests. This offset or bias is typically different for each laboratory that has {
5 is in distinction to random deviations compared to a reference as required by a normal distrib
confidence intervals calculated for the important precision parameter.reproducibility, based o
jel, are not valid.

tion is urged in applying precision results of a particular test method to product testing for,
jucer product acceptance. Product acceptance procedures should be developed on the basis

data obtained in special programmes that are specific to thesecommercial products and to the lab

the
An

the
errg

4.2

Ref
res

whd

and

whd

interested parties for this type of testing.
pdditional concept related to test method technical merit is “test sensitivity”. Test sensitivity is

ratio of the test discrimination power for the fundamental property measured, to the property m
r or standard deviation.

Defining repeatability and reproducibility

eatability and reproducibility are each equal to a range or interval that is a special mul
pective standard deviation. Thelrepeatability, designated r, is given by:

Repeatability = r = ¢21/2,
re s, = the pooled.(across all laboratories) “within-laboratory” standard deviation,
reproducibility,-designated R, is given as:

Reproducibility = R = ¢(2)"/2s,

uch a bias.
ution. Thus
N a random

consumer-
Of precision
pratories of

defined as
basurement

liple of the

(1)

()

re/sp = the square root (or standard deviation) of the sum of (1) the between-laboratory vari

the

nce (using

mean of » values for each laboratory for the calculation) and (2) the pooled within-laboratgry variance

(variance for the » values in each laboratory).

The term (2)V2 is required since » and R are defined as the maximum difference between two single test
results that can be expected on the basis of a chance or random occurrence alone at the 5 % probability level
or 95 % confidence level. The variance of the difference (x; —x,) for two values taken at random from a
population is equal to the sum of the variances for values (of x) taken one at a time from the same population.
Since there are two x values, the sum of the variances is simply the variance of x values times two and the
square root places this term on a standard deviation basis. In this context each x value represents a “test
result” as defined in any particular test method standard.

Thus (2)1/23R is the standard deviation of differences. The factor ¢ depends on both the total degrees of
freedom in the estimation for either of the standard deviations and on the shape of the distribution of the
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variable bias terms and the random error terms. The normal assumptions for these are (1) the distributions are
unimodal, (2) the number of test results is sufficient (approximately 20) and (3) a probability level of p = 0,05
or confidence level of 95 % is chosen. Under these assumptions the value of ¢ is similar to a #value or
approximately 2,0 and therefore the simplified expressions for » and R are

Repeatability = r = 2,83s, (3)
Reproducibility = R = 2,83s (4)

For more details, see the discussion notes in the definitions for repeatability and reproducibility in 3.1.

5 PreciLion determination: Level 1 precision and level 2 precision

5.1 Levasl 1 precision

Two precision categories are described: level 1 precision and level 2 precision. Level 1 precision is discugsed
first. Level || precision determination follows established procedures used in the rubber'manufacturing industry
on an interpational basis for the past two decades. The determination is conducted(using a balanced unifprm
level design ITP with three or more materials sent to each of the participating laboratories with tests
conducted fo generate an independent “test result’, on each of two test days. The ITP database is revieyed
for outliers py the Mandel / and & consistency statistics (see Annex A).

a) Options for outliers — If no outliers are found, the original database is used to develop a tabl¢ of
precisipn results. If outliers are identified in any ITP database, there are two options for outlier treatmient.
Option|1, outlier deletion, is the first choice. Option 2, outlier*replacement, is chosen for an ITP with a
minimym number of laboratories (ca. six). Issues such as thechumber of replicate values on each test|day
and/or|the number of technicians or operators used to obtain a test result, which are characteristic of{ the
particular test, are considered on a case-by-case basis by the ITP organizing committee. Outlier
treatment is discussed in greater detail in Annexes A,C, D and E.

b) Types|of test method — Level 1 precisionhas” been successfully used for the broad range of [test
methodls characteristic of the rubber manufagturing industry; from simple “bench type” tests, conducted in
few mihutes (hardness and pH tests) to a.complex multi-step test method, such as an ageing test. Su¢h a
test requires preliminary property measurement, a substantial ageing period (days) followed by property
measurement after ageing to obtaina*final calculated test result or performance index. For such complex
tests, any realistic precision determination must include all of the procedural steps in arriving at the ftest
result, the basic datum used jn precision analysis and determination. The procedures required for genjeral
precisipn are described in Clauses 8, 9 and 10.

5.2 Levgl 2 precision

The carbon black .iadustry has adopted a slightly revised precision determination procedure designated
“level 2 pregision” <Fhe number of replicates in each cell of a uniform level design ITP is specified as four, [two
by each of jwodest technicians. The outliers are reviewed by a special procedure that depends on the number
of laboratofies~in the ITP and the precision, absolute or relative, is expressed by a specified procedure. [The
procedures for this precision are tisted im Crause 117

5.3 Types of level 1 and level 2 precision

In addition to the ageing tests cited above, other tests also require a more complex total sequence of
operations to generate a final test result. One important test of this type is a “performance-in-rubber” test; the
evaluation of various rubbers, reinforcement fillers or other compounding materials in standardized
formulations. The typical stress-strain evaluation of a lot of a specified rubber will require:

a) arepresentative sample of the rubber;

b) a standardized formulation and mixing operation to prepare a compound using standard materials;
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c) processing of this compound to prepare cured moulded sheets for a selected time and temperature;
d) cutting and gauging of dumbbell (or other) test pieces;
e) the testing of these to obtain the final test results for modulus, elongation and tensile strength properties.

To permit realistic precision determination for performance-in-rubber testing, it is necessary that all the steps
in the operation be replicated, starting from the raw materials to the final test result. Each of these steps has a
potential component of variance and the sum of all variance components establishes the overall test variance
and standard deviation. To address this, two types of precision are defined. The two types are characterized
by the relationship between the material (or element class) tested and the material directly evaluated for
pregision. To explain this, it is necessary to introduce and define a new term:

— | target material: the material (or class of elements) that is the primary focus of attention’ for[a precision
determination programme; however it may not be tested in its usual or ordinary physical state.

Usipg the term “target material”, two types of precision may be defined:
— | Type 1 precision — A precision determined directly on, a target material; prepared test pigces or test
portions of the target material (class of elements) drawn from a homageneous source are tesfed, with no
processing or other operations required prior to testing.

NOTE 1 An example is a lot comprised of died-out, gauged dumbbells for/stress-strain testing.
— | Type 2 precision — A precision determined indirectly forsa target material; the target materigl is usually

combined with a number of homogeneous ancillary materials to form a composite material and testing is
conducted on samples of this and the property response of the target material is determined.

NOTE 2  The properties of the composite material are directly related to the quality or properties of the tafget material.
An ¢xample: To determine the quality of a grade of SBR;ya sample of the rubber, plus curatives, fillers, antioxidants, etc.,
are mixed and cured, test pieces are prepared and the-resulting compound tested for specified quality properties.

NOTE 3 It is possible that a type 1 precision-programme might be conducted on test pieces or portiong that require
somne minimum processing or other simple.operations prior to actual testing. This is, in a strict sense, an interinediate level
of pfecision. However, to avoid unnecessary’complications, this will be designated a type 1 precision.

6 |Steps in organizing an interlaboratory test programme
Theg steps required to oerganize an ITP, with a discussion for each procedural step, are as follows:

a) | Organizationcommittee — An organization committee or task group and a programme ¢o-ordinator
should befselected. One member of the committee or group should be a statistician famillar with the
technology of the test method as well as the content of this Technical Report. Most ITPs are ofganized on
the basis of a balanced uniform level design for the precision programme. For more advancged designs,
se€ SO 5725.

b) Category and type of precision — For all programmes except for carbon black testing, a level 1 precision
ITP is organized. For carbon black testing a level 2 precision ITP is organized. The type of precision to be
determined shall be selected (see 5.3). Type 1 precision is the most frequently determined. For some test
methods, such as rubber or polymer or other performance-in-rubber evaluations using standard
formulations, a type 2 precision is required.

c) Test operator or technician selection — For simple level 1 precision testing requiring only one operator or
technician, all replicate tests should be conducted by the same technician unless the effect of different
technicians is part of the intended programme. For more complex tests where several operators or
technicians are required to perform a sequence of different steps to arrive at a test result, the same
“operator team” should conduct testing for all replicates. For level 2 precision testing, follow the procedure
of using two technicians on each of two test days (see Clause 11).
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d)

f)

g)

h)

10

Test result and number of replicates — Each test method has a final value for the property under
evaluation, defined as a test result. A test result may be a mean or median value of a number of individual
determinations as specified by the test method. For the purposes of this Technical Report, a replicate is
defined as a test result. The number of replicate test results, », within each laboratory on any material
should be specified. In most ITPs, this is two (2). For some tests, three (3) or four (4) replicates, as in
level 2 precision, may be selected. All analysis is conducted on test results.

Time period for repeatability — The time period between replicate tests within any laboratory should be
selected. This time period is usually in the range of 1 day to 7 days. See Annex E for more discussion on
repeatability time periods. For special tests (long ageing periods), replicate tests may require a longer
time span. For other special testing operations, shorter time periods (minutes, hours) may be selected.
The primary consideration is how the test method is typically used in the industry. The selected_{ime
period [shall be reported in the precision clause of the test method standard.

Numbgr of target materials — The number of target materials or classes of objects (or, manufactyred
produdts) to be tested should be selected. Ideally this should be three or four with substantially diffefent
property levels. The target materials should represent typical industry materials as normally used jand
subjecijed to test. See 5.3 for details.

Preparation of homogeneous target materials — A homogeneous lot of each of the target matefials
should|be prepared, with sufficient reserve quantity so that re-tests can be made if needed. If the matgrial
lends itself to a blending operation to ensure homogeneity, blending should be done. If blending is|not
possible, special procedures should be conducted to obtain the most hemogeneous material (or collegtion
of elernents) that is possible by way of closely monitored laboratéry or other preparation operatipns.
Documentation should be provided to ascertain the homogeneity. If any ancillary materials are requijred
as for fype 2 precision, these lots should be either standard reference materials or special documented

final database, an analysis can be conducted<with fewer laboratories but the estimates of precigion,
especiglly reproducibility, are seriously compromised and only represent very rough estimates.

Packaging and delivery of materials — All the materials required for any ITP should be approprigtely
packaged to prevent any change with time or storage in the properties to be measured. Appropii
storage conditions in each participating laboratory prior to test need to be specified. The shipment
materigls should be co-ordinated with the test schedule (discussed below) so that all materials |are
availalle for the scheduled testydates.

Testiniinstructions — Although all ITPs are usually conducted for a standard test method that inclydes
the complete set of instructions for the test, some supplementary instructions are required. One important
supplementary instruction is the schedule for the testing. All tests should be performed on specified days
and al| participating laboratories should conduct the test as specified by the standard. The scheglule
should|allow fer-adequate material delivery time. Any special modifications of the standard method should
be clearlydescribed as well as special instructions as to operators or technicians (one, two or more) vs
replicajeltesting. If an ITP is to be conducted for a test method at some intermediate development level, it
is esserti i fcipati fes T ' i the
required ITP instructions.

ITP test data report — A “test report data form” should be prepared by the ITP co-ordinator and a copy
sent to each participating laboratory along with the test materials and instructions. This form should
contain locations to report the following: the name of the laboratory; the test dates actually used and for
each target material tested, and the test value (test result) for each replicate test (day), reported if
possible to one more significant figure than is normally used (i.e. do not truncate). The test report form
should also ask for a description of the test equipment or machines used (model No., condition),
comments about any unintended deviations from standard test procedure and disclosure of any mishaps
or other pertinent information. The completed test report should be returned to the ITP co-ordinator.
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7 Overview of level 1 precision analysis procedure

7.1 Analysis operation sequence

This clause gives a quick overview of the procedures for the analysis of the ITP database and provides the
user with a better appreciation of the complete analysis process. Some background on outliers is also
presented in this clause. The level 1 precision procedure may require as many as three analysis operations or
overall steps. The actual number will be determined by the uniformity of the data in the database. If there are

no outliers, only analysis step 1 is used.

If o ; ; fliers in the
database. Annex B contains instructions for all three analysis operations and also gives the details on how to
lay |out the required computer spreadsheet tables and their interlinking that enablesythel automatic
recalculation of the final precision parameters, » and R, when outliers are deleted or replacemen{ values are
substituted into the Table 1 format basic data. Figure 1, is a decision tree or flow chart diagram that outlines
the [steps in the complete analysis process.

a) | Preliminary data review — A quick numerical review of any database\ is important to gain a first
impression of the results of any ITP. This is conducted after cell averageS and cell standard dgviations (or
cell ranges) have been calculated. Part of this review is the generation of special plots of cqll averages
and cell standard deviations or cell ranges vs laboratory number.{These plots, described in|8.1, clearly
show potential outlier values.

b) | Analysis step 1 — The original database is analysed/t0 generate values for repeatability and
reproducibility for each material (or target material) and:the 4 and k statistics calculated. Sge Annex A.
Annex B gives the instructions for generating six tables.that yield values for the # and £ statisfics and the
precision results for each material. The calculated /<and k values are compared to the 5 % $ignificance
level critical 4 and & values to determine if there_are any significant outlier values. If there arg none, the
analysis is complete and the values found for-repeatability and reproducibility are used to [generate a
table of precision results for the test method. If there are any significant outliers, analys|s step 2 is
required.

c) | Analysis step 2 — If there are any autliers at the 5 % significance level, the outlying values arg
1) either deleted using option 1.as described in 5.1;

2) orreplaced (see Annex-C) using option 2.

On |the basis of either gption, the resulting revised database, designated revision 1 (or R1), is @analysed to

generate new values/for Tepeatability and reproducibility, designated revision 1 precision values. This analysis

profluces a new set of calculated ~# and k values that are compared to 2 % significance level critlcal # and &
valyes to determine if there any significant outlier values at this level. If there are none, the|analysis is

conmplete and-the values found for repeatability and reproducibility are used to generate a table df revision 1

pregision results for the test method. If there are any significant outliers, analysis step 3 is required

d) | Analysis step 3 — If any of the revision 1 calculated /# and k values exceed the 2 % significance level
critical b and k& \lnlnne7 the ol |f|ying values are
1) either deleted using option 1;

2) orreplaced using option 2.
e) On the basis of either option, the resulting revised or revision 2 (or R2) database is analysed to generate

new values for repeatability and reproducibility, designated revision 2 precision values. This completes
the analysis sequence and the values found for repeatability and reproducibility for each material are

used to prepare a table of precision results for the test method.

The level 1 precision part of this Technical Report does not address the issue of attempting to find a
relationship between r, R, () or (R) and the property (level) for any ITP for two reasons. First, most ITPs do
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not have a sufficient number of materials to produce any meaningful functionality of precision vs material level;
the degrees of freedom for any obtained fit are small. Second, experience has shown that, even when there
are several materials in an ITP, a well-fitting linear or other relationship is not obtained. It should be
remembered that any ITP is an “event in time* that gives an indication of the general level of precision for
three or four materials in a selected number of laboratories. With some occasional exceptions, the precision
found is usually quite different for each material with no detectable pattern or functionality.

7.2 Background on outliers

The recogn|t|on and removal of the incompatible test values in any preC|S|on database |s a subject of some

be obtained for both preC|S|on parameters Th|s can result from only a few of the participating laboratofies.
However, dqaution must be exercised to ensure that high (or low) magnitude, but bona fide, values\are|not
deleted. If $uch values are removed, the precision estimates will be too optimistic. The procedures presented
in this Technical Report attempt to find a middle-ground position, designated a “robust analysis”. Although
objective pfobability-based techniques are used to declare incompatible values as outliers, all|outlier rejegtion
operations have a substantial conditional character and require some input and experience from the analyst.

7.3 Outljer appearance patterns
Outliers frefuently occur in two general appearance patterns:

a) None ¢r infrequent — There are no outliers or there are only a few gutliers; one or two for every 20 data
cells ina Table 1 format.

b) Extensive — Outliers occur in greater numbers, three, four or more for every 20 data cells and frequgntly
in sevgral of the cells for any laboratory.

When outliers are extensive, they may frequently be of (substantial magnitude. There are of course s¢me
intermediatp cases between these two extremes.

a) Rationgle 1 for outlier rejection — There areltwo points of view on what significance level should be
adopted for outlier rejection. The extremely.conservative approach maintains that outliers should rarely be
elimingted in any ITP. This is based in part on the concept that, in the preliminary stages of test method
development, outlier rejection will lead to an overly optimistic impression of the quality of the metiod.
This approach usually adopts a prebability significance level of 0,5 % (p = 0,005) for outlier rejection. This
approgch has some limited meritfor'the initial stages of development for any test method especially when
only a|few laboratories participate in an ITP. However, this approach has some serious limitationg as
descriljed below.

b) Rationgle 2 for outlier_rejection — For well-established test methods and any group of laboratories,
experignce has taught'that there is a distribution of skill and testing competence, from poor to good. This
capability rangesargues for a more realistic approach to the outlier issue; the use of a 5 % significgnce
level, g = 0,05-(ar"a 95 % confidence level) for the declaration of incompatible values as outliers. This is
the usuial level for most statistical significance tests and will in general reject the results of laboratdries
that have poor quallty control for mternal testlng and are |n need of improved testlng procedures Allowing
afew v
precision defined by laboratories with good control of testlng operations. The precision of the “good”
laboratories (the majority of those participating) should be the benchmark for industry-wide precision level
for any test method. The use of the robust level 1 and level 2 precision procedures to identify these poor
quality control laboratories can lead to a general industry-wide improvement for any test method, provided
that feedback is employed to encourage the poorly performing laboratories to improve testing operations.

7.4 Sequential review of outliers
Experience in outlier review at the 5 % significance level raises the issue of a subsequent review of the

database once the 5 % outliers are deleted. To properly frame this operation, recall that the /# and  statistics
represent ratios of either individual cell averages or cell standard deviations to the “across all laboratory”
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standard deviation for each parameter. The influence of any outlier extends to both the outlier value itself (the
numerator for 4 and k), as well as the standard deviation for all laboratories (the denominator for /# and k).

The removal of 5% significance outliers has now generated a second (or revision 1) database with
substantially reduced “across all laboratories” or denominator standard deviation for either the 4 or the k
statistic, or both. When outliers are deleted, the resulting revised database is one that might have been
obtained had the outlying laboratories not volunteered for the ITP. The question now presents itself: Can this
revision 1 database be reviewed again for # and & outliers using the newly calculated “across all laboratory”
h and k standard deviations?

For any ITP that contains originally six or more laboratories, the answer to this question is “yes” and the
secpnd or revised database should be reviewed for any potential outliers. However, to guard, jpgainst the
generation of an excessively optimistic precision, the significance level for this second review. sholild be more
rigarous than for the initial review and should be conducted at the 2 % significance levelyFor any ITP that
contains less than six laboratories, the decision to conduct a second review is left to, the judgement of the
analyst.

8 |Level 1 precision: Analysis step 1

8.1l Preliminary numerical and graphical data review

Prid

that
leve
layqg
labg
tabl
des

A tg
by
cald

dete¢rmination as given in the formal step 1 outlier rejection procedure as described in 8.3 and 8.

Anr

A table in the format of Table-3 is prepared by calculating, for all cells, the standard deviatig

rep
min
alsq

step 1 outlier rejection procedure as described in 8.3 and 8.4. See Annex A.

8.2

The

r to the detailed calculations of analysis step 1, it is important(to review the data by a graphica
indicates the uniformity of the database. The most frequently used precision determination i
| design; all laboratories test the same number of replicates and test all materials. Table 1 in
ut for this uniform level design and gives the format for tabulating the basic data. There are

e, which constitutes a laboratory/material combination, contains » replicates; each test result
gnated as a Yy value. The most frequently used-design has two replicates per cell or n = 2.

ble in the format of Table 2 is prepared,.for calculating cell averages, cell ranges or standard
calculating the average of the n replicates per cell as given in Table 1. After cell averages
ulated they should be reviewed for.any apparent outlier values as described in 8.1 and thes

ex A.

icates per cell. Alternatively cell ranges, denoted by w, the absolute difference between the ma

be reviewed for any apparent outlier values and these noted for determination as given in

Graphical review of cell values

geferal distribution of the data to disclose any potential outliers is reviewed with special plot

ave

| technique
5 a uniform
dicates the
a total of p

ratories and a total of ¢ materials or element classes“and a total of pg cells in the table. Eaclp cell of the

replicate is

deviations,
have been
e noted for
1. See also

n for the n
ximum and

mum values in eackieell, may be calculated. Both the cell ranges and the cell standard deviatjons should

the formal

5 of the cell

rages and the cell ranges or standard deviations, using a typical spreadsheet programme. R

repare two

new fables, one for cell averages, one for cell ranges or standard deviations. Cell ranges are used here
because they facilitate certain calculation options that will be employed later in treating outliers, i.e. either
deletion or replacement. For the cell average table and for the first material, generate two columns in the table,
the first column containing the laboratory number, 1 to N, the second containing the corresponding cell
average. Repeat this two-column “laboratory number/cell average” sequence for all materials. Prepare a table
for cell ranges (or standard deviations) in the same manner as for cell averages with the “laboratory
number/cell range” dual-column scheme.

a) Using the prepared tables, for each laboratory/material pair of columns, sort the cell averages (or cell
ranges) in ascending order (across all laboratories), retaining the laboratory number with the cell value in
the sorting operation. For each parameter (cell average or cell range), plot the parameter value vs the
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b)

laboratory number in ascending laboratory number order, using a line plot procedure. This is designated
as an “ascending order trend”, or AOT, plot.

For an ITP with no outliers, the cell average plot is typically a positive-slope straight line with some
reasonable degree of point scatter. If any outliers are present, they will be at the opposite ends of the plot,
and will show substantial departure from the straight line of the central data point region. The cell range
plot may contain more curvature from the low end (which may contain zero values) toward the central
point region, but it will also indicate the outliers at the high-value end of the plot. Ascending-order plots

will be used in the operation to replace outlier values with “replacement values” as outlined in Annex C.

8.3 Calc

Compreher
database 3
the main b
instructions

NOTE
Technical Rq
a computer

which does ¢

The next srp is to set up a tabular format designated Table B.2 for cell averages and cell averages squa

The corres

Table B.3
correspond
deviation d

Table B.4R|
variances
recommeng

Table B.5 i
are used ay

Table B.6 i
to calculatg
details of th

8.4 Detection of outliers-at the 5 % significance level using / and & statistics

The calculzs
outlier valu

a) Ifthe T

There are no actual tables (with data or other actual table layout details) designated, Tables B.1 to B.6 in|

lati ¢ ision.f iqinal.database
sive and specific instructions for this are given in Annex B. The test result values for the\erig
re entered into a table, designated Table B.1. This tabular format is also described as [Jable

bdy of the Technical Report. However, to preserve continuity between Annex B and the folloy
, the table identification terminology of Annex B will be used.

port. Annex B simply gives the instructions for the analyst to construct tables of the \Table B.1 to B.6 form

ive actual data tables in the format of Tables B.1 to B.6.

onding values in Table B.1 are the argument values for Table'B)2.

s generated next: cell average deviations, denoted¢by*d, and the calculated i-values.
ng values in Table B.2 are used as the arguments, for Table B.3. Refer to Annex A for
and s-value calculations.

for cell ranges and cell ranges squared and’Table B.4S for cell standard deviations and

ed that both tables be generated in the analysis.

5 used to calculate k-values for eagh cell in the database. The corresponding values in Table B
the arguments to calculate k-values' in Table B.5. Refer to Annex A for k-value calculations.

b used to calculate the precision parameters » and R. Values for Ty, 75, T, and » and p are requ

r and R. See the embedded calculation algorithms 1 to 5 in Table B.6 and also Annex B for|
ese calculations.

ted values.af % in Table B.3 and the calculated values of & in Table B.5 are reviewed for pote
bS.

able\B.3 i-value for any cell equals or exceeds the 5 % significance level critical 4-value give

standard deviations squared) both address the same issue; the within-cell variation. It

inal
1 in
ying

this
At in

preadsheet programme to be able to conduct an analysis. See however Annex Dy/the Mooney test exanpple,

red.

The
cell

cell
is

A4S

red
the

ntial

nin

Annex

A -Tabhle A 1_that pnrﬁr‘nlnr cell value is declared an outlier

b)

c)

d)

14

If the Table B.5 k-value for any cell equals or exceeds the 5 % significance level critical k-value given in
Table A.1, that particular cell value is declared an outlier.

If outliers are detected, a summary of the outliers detected is presented in the form of a sub-table at the
bottom of Table B.6 showing the laboratory numbers that had 5 % significance outliers for both % and & for
each material. See Table D.6 in Annex D for an example. When outliers are present, a revised database
is generated by the use of either option 1, outlier deletion, or option 2, outlier replacement.

If there are no outliers for either cell averages or cell standard deviations (or ranges), the precision

analysis is complete and the resulting values for » and R may be used to prepare a precision table for the
test method.
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8.5 Generation of revision 1 database using outlier option 1 or 2
If outliers are detected, the database is revised using either option 1 or 2.

a) Option 1 is the deletion of the » cell values in Table B.1 that are indicated as outliers and the correction of
ERR indications in certain cells in Tables B.2 to B.6 that result from the deletion process described in
Annex B. The deletion applies both to cell averages indicated by greater than 5 % critical 4#-values and to
cell standard deviations (or ranges) indicated by greater than 5 % critical k-values. Once all ERR
corrections have been made, the database is designated a revision 1 (R1) database. Each revision 1
table designation contains the appended symbols R1-OD (OD = outliers deleted). This revised OD
database will be reviewed again for outliers at the more critical 2 % significance level as described in
analysis step 2.

b) | Option 2 is the replacement of the n cell values in Table B.1 that are indicated)as outliers. The
replacement applies to both cell averages and to cell standard deviations (or raniges) as ipdicated by
greater than 5 % critical values. For either the # or the k values, the replacementis ‘a two-seqlience, one-
or two-stage process. All of the details for this are fully described in Annex C-Once data replacements
have been generated by the Annex C procedure, they are inserted into the database, replacing the outlier
values to produce an R1 database using the table identification symbol R1-OR (OR = outlier$ replaced).
This revised OR database will be reviewed again for outliers at the more_critical 2 % significance level as
described in analysis step 2.

8.6| Revision 1 (R1) database tables

A second set of tables in the format of Tables B.1 to B.6 is prepared for the step 2 analysis. As npted above,
this|second set should be:

a) | tables designated B.1-R1-OD to B.6-R1-OD for the. selection of option 1, outlier deletion, or
b) | tables designated B.1-R1-OR to B.6-R1-OR fofoption 2, outlier replacement.

Onge the deletions or the replacements havé.been made in accordance with the instructions in Ahnex B, the
new set of precision values will appear (n-Table B.6-R1-OD or Table B.6-R1-OR depending on the option
chosen.

9 [Level 1 precision: Analysis step 2

9.1| Detection of outliers at the 2 % significance level using / and & statistics

The calculated values for # in Table B.3-R1-OD or Table B.3-R1-OR and the calculated valdies of % in
Table B.5-R1-QD<or Table B.5-R1-OR are reviewed for potential outlier values at the 2 % signifigance level.
Theg calculated\% and k values must be greater than the 2 % significance level for outliers to be r¢jected. For
each of these'tables, a sub-table is generated at the bottom of either table to summarize the results of the 4
and k comparisons of calculated values vs critical values. See Annex D for an example. If outliers dre detected,
the [database is revised using either outlier option 1 or 2. The revision procedure is described in Anpex B.

9.2 Generation of revision 2 database using outlier option 1 or 2

Outlier option 1 is the deletion of the » cell values in Table B.1-R1-OD that are indicated as outliers and the
correction, as noted above, of ERR indications in certain cells in Tables B.2-R1-OD to B.6-R1-OD that result
from the deletion process. Once all ERR corrections have been made, the database is designated a revision 2,
or R2-OD, database. This revised OD database will be used for the operations of analysis step 3.

Outlier option 2 is the replacement of the n cell values in Table B.1-R1-OR that are indicated as outliers. The
replacement applies to both cell averages as indicated by greater than 2 % critical values for either 4 or . All
of the details for this are fully described in Annex C. Once data replacements have been generated, they are
inserted into the database to produce a revision 2, or R2-OR, database. This revised OR database will be
used for the operations of analysis step 3.
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10 Level 1 precision: Analysis step 3 — Final precision results

Although the Figure 1 decision tree diagram or flow sheet implies that analysis step 3 involves an analysis
operation, the analysis has already been automatically conducted with the outlier treatment described in
step 2. Step 3 is really a review of the precision results that have been previously obtained from the revision 2
database. The automatic calculation procedure of the interlinked Tables B.1 to B.6 produces the new
precision results once either outlier option 1 (deletion) or option 2 (replacement) have been selected and the
deletion and replacement operations completed. Analysis step 3 is the end of the precision calculations when
outliers have been found at both the 5 % and 2 % significance levels. The results for either Table B.6-R2-OD
or Table B.6-R2-OR are used to generate a precision table for the test method under review. Refer to
Clause 12 far the appropriate format for a precision table and the appropriate text for the precision clause

11 Level 2 precision: Analysis of results obtained when testing carbon blacks

11.1 Background on level 2 precision

the
ffer

tion of test methods for the carbon black manufacturing industry shall be conducted by
described in this clause for the typical uniform level experimental design. These procedures d
Juirements set forth in the level 1 precision procedure as follows:

The evalug
procedures|
from the re

a) the number of replicates in each cell of the Table 1 format is specified as four;

the ce that

differs

b) | averages and cell standard deviations are reviewed for potential outliers by a procedure

from the procedure specified for level 1 precision;
tis
e.

special calculations are made to select the mode of pregision expression (absolute or relative) tha
most filee of influence of the level (magnitude) of the measured property on the reported precision valy

c)

The termin
precision. H
the word “n

ITP is freqyently referred to as a “sample”. Thisixcan be a source of confusion and is not consistent with

terminology
used for wi

blogy set forth in Clause 3 of this Technica~Report shall apply to the procedures for this ley
requently in the carbon black industry and\elsewhere, the word “sample” is used as a synonyn
naterial” in the discussion of interlaboratory testing, i.e. a type or grade of carbon black used ir

of this Technical Report. To avoid-confusion, the terms “material” and/or “target material” sha
nat is tested (e.g. a series of different grades of carbon black) and in the process of organiz

el 2
for
an
the
be

ing,

n and discussing interlaboratory test programmes and the precision parameters calculated from
mmes.

reporting o

| be

selected ag recommended in Clause 6. It is recommended that at least five materials be selected for any [TP.
This number of materials provides at least four degrees of freedom in determining the coefficienf of
test

y . esting
shall be conducted on the same test machine or apparatus. A test result is the median or average of the
number of determinations specified by the test method. For each material, the data values are recorded in an
initial data format as indicated in Table 4. Each set of four values constitutes one cell of the general data
tabulation as specified in the level 1 precision Table 1 format. However, for carbon black testing, a different
final data tabulation is used as given by Table 5, a format that contains results for all materials in the ITP, as
obtained from calculations (see 11.3) on the data for each material in the Table 4 format.
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11.2 Data review and calculations

After a series of tables in Table 4 format have been prepared, one for each material and each laboratory, the
next step is to use the data of each table to calculate a cell average and a cell standard deviation for each
material/laboratory combination or cell. The results of these calculations are recorded in Table 5 format. On a
material by material basis, the cell averages of Table 5 are reviewed for any potential outliers using the 4
statistic, and the cell standard deviations are reviewed for any potential outliers using the k statistic. Outliers
are determined on the basis of a 5 % significance level for i(crit) and k(crit). Although both the cell average
and the cell standard deviation of Table 5 each contain two undifferentiated components of variation, between
tests/between days and between tests/within days, the / and £ statistic procedure serves a useful purpose to
detect any potential outliers on these special cell values.

tial number
e 5 format,
A. A value

Theg review process for carbon black or level 2 ITP testing is based on the premise that a substan
of laboratories participate in the ITP, i.e. a number greater than 20. For each material in the-Tab
calgulate the i-value and k-value for each cell (or laboratory) by the procedure specified in- Annex

for
k-v3

on the basis of the following rules:

a)

b)

If 4

spreadsheet algorithms described in this Technical Report are used.

11.

Cal
sha
for
the

i(crit) and k(crit) at the 5 % significance level, is selected from Table A.1. The calculated #-
lues are reviewed to determine if any are greater than i(crit) or k(crit). The rejeétion process is

If there are no calculated i-values or k-values greater than Ai(crit) or_k(crit), all cell avers
standard deviations are retained.

If there is only one A-value or k-value greater than a(crit) or_k(crit), reject the cell average
deviation.

If more than one h-value is greater than Ai(crit) and more than one k-value is greater than
rejection process proceeds as follows:

1) if there are 20 or fewer laboratories in the TP, reject only one cell average or cell standa
per material, the greatest calculated /- or%#value,

2) if there are greater than 20 laboratories in the ITP, and there are several A-values and
greater than the respective A(crit}-and (crit), reject cell averages and/or cell standard
starting with the highest caleulated 4- and k-values and proceeding downward until the
remaining laboratories is 20, and use this as the database for precision determination.

ny outliers are rejected, the issue of blank cells needs to be addressed. Refer to Ann

3B Expressing the.precision determined for carbon black testing

Culate the préeision parameters r, R, (r) and (R) using the formulae specified in Annex B. The
I be on the database after any potential outlier rejection and after applying the recommended
missing-cell’ values as discussed in Annex B. Plot the values of R and (R) vs M or Yy (the me
matetial property measured) for all materials in the ITP. Perform a least-squares regressi

relzTionships and record the coefficient of determination, designated Cd, for each parameter, R and

values and
conducted

ges and/or

br standard

k(crit), the

'd deviation

or k-values
deviations,
number of

ex B if the

calculations
procedures
an value of
bn for both

(R).

Selectfor the mode of precision expression, the parameter R or (R) with the lowest value of Cd. This
establishes which of the two modes of expression has the least relationship to the level of the measured
property or, inversely, which parameter is the most independent of the measurement level. This lowest Cd, or
most independent parameter, is to be used to prepare a final precision table in the format indicated by Table 6.
The selected mode of expression applies to both repeatability and reproducibility. Follow the rules for
expressing precision outlined in Clause 12 of this Technical Report.
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12 Format for level 1 and level 2 precision-data table and precision clause in test
method standards

12.1 Precision-data table

Precision is expressed in summary form in a Table 6 format. Each summary precision-data table should have
a heading to indicate:

— whether a level 1 or level 2 precision procedure was used;

— the typge of precision, type 1 or type 2, used (see 5.3);

— the prdperty measured and its measurement units.

For each material tested, the following shall be recorded:

a) the material identification;

b) the mean level of the measured property;

c) the repeatability standard deviation, s,;

d) the regeatability, », in measurement units;

e) the relative repeatability, (r), in percent of the mean level;

f)  the regroducibility standard deviation, sp;

g) the regroducibility, R, in measurement units;

h) the relative reproducibility, (R), in percent of the mean level;

i)  the number of laboratories in the final database used to determine the precision.
If there aregl no outliers, the value for item) above is the number of laboratories in the original databasg. If
outliers arg found and option 1, deletion, is used, the number will be less than the number in the oridinal
database. If option 2, outlier replacement, is chosen, the number of laboratories that did not have outliers
replaced should be indicated in this/column with parentheses round the number. Explain this with a footnofe to
the table.
The calculgtion of pooled)or’average values is recommended only if the values for » and R are roughly equal
for all matgrials. When>there is a substantial difference in precision among several materials, a pooled or

average precision hasvery little meaningful value or applicability. The precision-data table should also contain,
as footnotef, an explanation of the table symbols used.

12.2 Precisi

=Y
A4

The results of the precision determination should be displayed in a clause in the test method standard entitled
“Precision and bias”. The concept of bias is explained in Clause 3. The one or more paragraphs or subclauses
should contain information on the following issues concerning the ITP and the precision determined.

A statement that the precision ITP was conducted in accordance with ISO/TR 9272 and the year the ITP was
conducted. A statement that the reader should refer to ISO/TR 9272 for terminology and other details of the
precision determination.

A caveat statement that the precision determined by the ITP may not be applied to acceptance or rejection

testing of any group of materials or products without documentation that the results of the precision
determination actually apply to the products or materials tested.
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A statement giving:

a)

f)

g)

h)

i)

the level of the precision, i.e. level 1 or level 2;

the type of precision, type 1 or type 2;

the number, p, of laboratories participating in the ITP;

the number of materials (or target materials) used, ¢, and a description of the materials;

the number of within-laboratory replicates, »;

the time span for the repeatability or within-laboratory replicates (hours, days);

the definition of a test result (average, median of a certain number x of determinations, @
measurement);

the option chosen for outlier treatment (deletion or replacement);

any unusual features of the ITP.

(in
dat
sho

Generic statements on repeatability and reproducibility¢should be part of the precision clause

rec
“Ta

stapdard.

A t%ble of precision results, as described in 12.1 above, should be, part of the clause. Ensure th

rted into the test method standard in Table 6 format) gives thefinal number of laboratories (
) that remained after outlier deletion or replacement. Some\comments on the outcome of
uld be given.

bmmended text set forth below. A 95 % confidence\level (p = 0,05) applies to these generic
ble X” has been used in the statements to designate the final table as inserted into the t

Repeatability — The repeatability, or local domain precision, of this test method has been est
the values given in Table X for each ©f the materials listed in the table. If calculated, pooled
values are also listed in the table. Two single test results (obtained by the proper use of the {
specified in this International Standard) that differ by more than the tabulated values of , in m
units, and, if listed, (v), inwpercent, shall be considered suspect, i.e. to have come frg
populations. Such a decision suggests that some appropriate investigative action be taken.

Reproducibility — /The reproducibility, or global domain precision, of this test method
established by thé values given in Table X for each of the materials listed in the table. If
pooled reprodueibility values are also listed in the table. Two single test results obtained
laboratories{(by“the proper use of the test method specified in this International Standard) th

considered suspect, i.e. to have come from different populations. Such a decision suggests
appropriate investigative action be taken.

r individual

at the table
vith original
the results

, using the
Statements.
bst method

ablished by
epeatability
est method
pasurement
m different

has been
calculated,
in different
at differ by

more than\the tabulated values of R, in measurement units, and, if listed, (R), in perceft, shall be

that some

Bia

b is-defined in terms of “bias deviation”. a deviation of a measured value from a true or acceptel

d reference

value. Bias is not addressed in this Technical Report since, for essentially all the test methods that will be
evaluated for precision, the determination of bias is not possible because no reference or true value exists or
may be determined. For all such test methods, a statement should be included, as the last item in the
precision clause, stating that bias has not been determined. Using the word bias as a synonym for bias

dev

©IS

iation, the suggested statement text is as follows.

Bias — Bias is the difference between a test value and a reference or true value. Reference values do

not exist for this test method; therefore bias cannot be determined.
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12.3 Report on the precision determination ITP

A full report on the precision determination should be given for any ITP. This is a comprehensive report of all
ITP details, not the report that each participating laboratory prepares and returns as part of the ITP. This full
report should contain information on the details of the organization and execution of the programme as
follows:

a) the organization committee, where located, co-ordinator, dates of ITP;

b) the level of precision: level 1 or level 2;

c) the typt of precision: type 1, type 2;

d) the number of laboratories, p (list their names without connection to the ITP lab number);

e) the number of materials or target materials, ¢, plus a description of these;

f)  the deffinition of a test result, the number of replicates, », and the time span for repeatability;
g) information on the technicians who conducted the testing: one or more, any special details;
h) details|of the preparation of the materials and how homogeneity was documented;

i) detailslon packaging and delivery of materials to the ITP participants)

j)  copies|of all ITP data reports from each participating lab;

k) the ITR analysis report, with all tables as designated in Annex E, a full description of all analysis stéps,
the oplions chosen for outlier rejection, plus all other required comments;

I) the table of precision results, plus any commentson the outcome;

m) a draft|of the precision clause for inclusion in(the test method standard.
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Original database from ITP

Preliminary numerical and graphical review (see 8.1).

Generate AOT plots (see 8.2).

Conduct analysis of data (see 8.3 to 8.6).

Analysis operation step 1.

Use Table B.1 to B.6 format.

ANy outliers at 9 7o Signitncance level?

If NO

Analysis is complete.
Generate a precision table

If YES

Select option 1 or 2foroutlier trea
Option 1 = ogtliers deleted (OL

Option 2 = outliers replaced (OR) (see
Either option_generates a revision 1 d

ment.
D)
Annex C).
atabase.

Revision 1 database

Analysis of revisison 1 database (see 9.1, etc.)
Tables B.1-R1-OB-6/B.6-R1-0OD or
Tables B.1-R1-OR to B.6-R1-OR.

Analysis operation step 2.

Any outliers at 2 % significance level?

If NO
Analysis is complete:

revision 1 analysis’results.

Generate a precision'table using

If YES

Option 1 = outliers deleted, O
Option 2 = outliers replaced, OR (see
Either option generates a revision 2 d

Select option 1 or 2 outlier treatment.

D
Annex C).
atabase.

Revision 2 database

Analysis of revisison 2 database (see Clause 10).
Tables B.1-R2-OD to B.6-R2-OD or

Analysis operation step 3.

Tables B.1-R2-OR to B.6-R2-OR.

revision 2 database analysis results.

Analysis is complete.
Generate a precision table using

NOTE

See example of precision calculation in Annex D for tables with data.

Figure 1 — Decision tree diagram for ITP level 1 data analysis
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Table 1 — Level 1 precision — Basic data?

Laboratory, L(i)

Material, M())
3 4 q

j

HBIWOIN| =

p

Notdtion used:

There are a total of p laboratories: L(i) = 1, 2, 3, ... p.
There are a total of ¢ materials or levels: M(j) =1, 2, 3, ..., g.

There are a total of n replicates per cell: A cell = each combination of L(i) and M(j); normally n = 2.

j

Cell [ij): each cell contains n test result values.

@  |Table layout for uniform level ITP.

Y  a single test result, where k=1, 2, ... n(ij) and n normally = 2; see cell (2,3) in table for example.

Table 2 — Level 1 precision — Gell averages?

Material, M(j))
Laboratory, L(i)
1 2 3 4 . q
1
2 Avg Y
3
4
P

Notgtion used:

There are a total of pdabofatories: L(i)) =1, 2, 3, ... p.
There are a totalof ¢ materials or levels: M(j))=1,2,3, ..., q.
There are g total*of » replicates per cell: A cell = each combination of L(i) and M(j); normally n = 2.

Avg |V ="average of n test results.

a Tolla lavaut for tnifarea laval ITD
rapterayrettteruhtrereve =
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Table 3 — Level 1 precision — Cell standard deviations?

Material, M(j)
Laboratory, L(i)
1 2 3 4 q
1
2 Std dev Y
3
4
p

Notation used:

There are a total of p laboratories: L(i) =1, 2, 3, ... p.

There are a total of ¢ materials or levels: M(j)=1,2,3, ..., q.

There are a total of n replicates per cell: A cell = each combination of L(i) and M(j); normally.z'= 2.

Std dev Y = standard deviation of cell (ij) for n test results.

a

Table layout for uniform level ITP.

Table 4 — Initial data format for each material
(Level 2 precision — Carbon black testing)

Material, M(j) Operator or
Date technici
Test result.1 Test result 2 echnician
Day 1 XXX XXX XXXXX
Day 2 XXX XXX XXXXX
See notes to Table 5.

Table 5 — Format for interlaboratory data
(Level 2 precision — Carbon black testing)

L 40 Material 1 Material 2 Material ¢
pymber Cell avg stge(::av Cell avg stgec::ev Cell avg stge(::av
1 XX XX XX XX XX XX
2 XX XX XX XX XX XX
XX XX XX XX XX XX

p XX XX XX XX XX XX
Note 1 Materials are typically different grades or types of carbon black.
Note 2 The data in Table 4 (for each material) constitutes a “cell”, i.e. avg and std dev are
calculated for four data values.
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Table 6 — Example of level 1 and 2 precision table organization
(Level 1 or 2 and type 1 or 22 — Precision for ISO XXXXX measured property = XxxxxxX, in xx®)

Within laborator Between laboratories
Material Mean y No. of labs®

level 5, r ) Sk R (R)

c

D

Pooled or
avg values

Notation useq:
s,- = within-laljoratory standard deviation (in measurement units);

r = repeatabiljty (in measurement units);

(r) = repeataljility (in percent of mean level);

sg = betweentlaboratory standard deviation (for total between-laboratory variation in measurement units);

R = reproducipility (in measurement units);

(R) = reprodufibility (in percent of mean level).

See text of precision clause for discussion of precision results given in this tablé:

@ Indicate the level of precision (1 or 2) and the type of precision (1 or 2)in the table heading.

b ISO XXAXX = reference number of test method standard; xxxxxx & property measured; xx = units of property.

€ List numper of labs in final database. Also list the option chosen: if option 2, indicate number of labs in parentheses ( ).

24 © 1SO 2005 — Al rights reserved


https://standardsiso.com/api/?name=a563f699fec3a6d2fc80c4bd1cbacfb9

ISO/TR 9272:2005(E)

Annex A
(normative)

Calculating the / and & consistency statistics

A.1 General background

The test results of a typical interlaboratory test programme, when placed in a Table 2 and Table 31
wel| contain cell values that appear to be outliers, they do not agree with the values @btaing
corfesponding cells in either respective tables. It is necessary to review the data and make a decis

to freat these outliers. This should identify any one, two or more potential outliers ‘that have
devjations from the overall mean for a particular material in the database. Outlier” treatment
rejection of all identified outliers and then using one of two options to address-the particular
identified. Option 1 is the deletion of the outliers to generate a reduced-size database. Opti
rep
data.

Bot
con
I1SQ

sistency statistics, to reject potential outliers, the 2 and & values as developed by J. Mandel
5725-2:1994). The h statistic is a parameter used to review the between-laboratory cell a

pot¢ntial outliers and the k statistic is a parameter used.t0'review the between-laboratory cg

deV
thog
cald
this
calq

ations (or ranges) for potential outliers. In distinction to most outlier rejection procedures that a
be extreme values that appear to be outliers, the(¥i"and & consistency statistic procedure

ulated values.

A.2 Defining and calculating the / statistic

A.2.1 The /-value

The
for

between-laboratory “cell average” consistency statistic, #, is calculated using the cell averages
bl laboratories and is:defined as follows for each material or ¢ level in the ITP:

h= d/S(YAV)
wheére

d

acement of the outliers by a procedure that maintains the character of\the distribution of the

n the level 1 and level 2 precision clauses of this Technical Report use two particular paramg

ulation of an / and a k value for all laboratories (all cell values) for each material or ¢ level in an
calculation, step the subsequent outlier idenfification and rejection technique makes ussg

ormat, may
d for other
ion on how
substantial
consists of
outliers so
bn 2 is the
non-outlier

ters, called
(see 7.6 of
verages for
Il standard
[ddress only
calls for a
y ITP. After
of all the

(or means)

(A1)

A VA A
AAV\L}
Yoy = average of all cells, for any material;

s(Ypy) = standard deviation of cell averages for any material or ¢ level across all laboratories.

The h-value is the ratio of the deviation, d, of each individual laboratory cell average from the overall cell
average for all laboratories, divided by the standard deviation among the cell averages across all the
laboratories. The h-value may be considered as a standardized variate (or z-function) with a mean of zero.
Large h-values (+ or —) indicate substantial discrepancy from the overall zero average in multiples of the
s(Y,y) standard deviation.
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A.2.2 Cal

culating critical #-values

After an h-value is calculated for each laboratory for each material, the values are reviewed to determine if any
of the calculated /-values exceed a certain critical value. If a calculated /-value exceeds a critical A-value,
designated #(crit), at some selected probability or significance level, the i-value in question is considered to
represent an outlier and the value for the cell that generated the A-value, is identified for outlier treatment. The
value of i(crit) depends on the number of laboratories in the ITP and for any probability or significance level, it
may be calculated by:

h(crit) = (p — Nil[p(2 + p — 2)]1/2 (A.2)
where

p = humber of laboratories in the ITP;

t = Ptudent’s ¢ at selected significance level, with df = (p — 2), a 2-tailed value;

df = npumber of degrees of freedom.
A.3 Defiping and calculating the 4-statistic
A.3.1 Thd k-value
The “cell standard deviation” consistency statistic, £, is an indicator of*how the within-laboratory individual|cell
standard dIv!at!on”for any selected laboratory, compares to the overaII. (orlpooledl across all laboratories) cgll
standard deviation”. The usual approach to tests of significance(for variability statistics is the use of the F-fatio,
a ratio of tyvo variances. However the k-value is expressed:\as a ratio of two standard deviations since [it is
easier to cqmprehend this ratio when reviewing data. The &*value is developed as follows.
In the usual F-ratio approach, the significance of anyindividual cell-variance compared to the pooled varignce
of all the cellls (for any material) excluding the one¢cell being tested is given by:

F=s520[Zs,.52(p = 1)] (7.3)
where

Si2 = cell variance beingtested for potential significance, laboratory (i);

Zs(p_l-)z = sum of cell variances, excluding cell (i);

P = the numper of laboratories in the ITP.
The k-valuq is defified by Equation (A.4) and is calculated for each material by:

k=sjls (A.4)
where

Si

Sy

= cell standard deviation for laboratory i;

standard deviation, see Equation (A.5) below].

26

= pooled cell standard deviation (across all laboratories) [this is the initially calculated repeatability
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A.3.2 Calculating critical k-values

For the purposes of calculating critical k-values, designated k(crit), the following development is presented.
The repeatability variance is given by Equation (A.5):

5,2 = [Zs(p_,.)2 +s572]lp (A.5)
Combining Equations (A.3), (A.4) and (A.5) gives Equation (A.6):

k=A{lp/(1 + (p = 1))/F}V2 (A.6)
Thg number of degrees of freedom, df, for F in Equation (A.6) is (n — 1) for the numerator and (p/=[1)(n — 1) for
the |denominator, where n = number of replicates per cell. Equation (A.6) may be used to calculate (crit) for

any|values of p and n, at a selected significance level, by reference to the critical F value atithe’ind|cated df for
the jnumerator and denominator.

A.4 Identification of outliers using the critical # and & values

When all the /# and & values have been calculated using Equation (A.1) and,Equation (A.4), respectively, and
tablilated for any database, they are reviewed to determine if any of the.calculated 7 and & values|exceed the
critical # and k values.

Table A.1 gives the 2 % and 5 % significance level (or p = 0,02))p= 0,05) critical values for both } and %, for
varipus numbers of laboratories, p = 3 to 30, and cell replicates, n = 2, 3 or 4. This is used for the two-step
progedure for reviewing the database for potential outliers as‘described in Clauses 8 and 9.

NOTE n = number of replicates per cell within each laboratory for each material or level (data for 5 % significance
level taken from 1ISO 5725-2:1994).
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Table A.1 — Critical /-values and k-values at 2 % and 5 % significance level

Number 5% 5 % crit k-value Number 2% 2 % crit k-value
of labs, p critical for p and » of labs, p critical for p and n

h-value n=2 n=3 n=4 h-value n=2 n=3 n=4
3 1,15 1,65 1,53 1,45 3 1,15 1,69 1,59 1,52
4 1,42 1,76 1,59 1,50 4 1,47 1,85 1,68 1,59
5 1,57 1,81 1,62 1,53 5 1,67 1,94 1,74 1,67
6 166 185 164 154 6 480 260 +FF +69
7 1,71 1,87 1,66 1,55 7 1,89 2,04 1,79 1,67
8 1,75 1,88 1,67 1,56 8 1,95 2,07 1,80 1,69
9 1,78 1,90 1,68 1,57 9 2,00 2,09 1,83 1,69
10 1,80 1,90 1,68 1,57 10 2,00 2,11 1,84 1,70
11 1,82 1,91 1,69 1,58 11 2,07 2,12 1,84 1,70
12 1,83 1,92 1,69 1,58 12 2,09 243 1,85 1,71
13 1,84 1,92 1,69 1,58 13 2,11 2,14 1,86 1,72
14 1,85 1,92 1,70 1,59 14 2,13 2,15 1,86 1,73
15 1,86 1,93 1,70 1,59 15 244 2,16 1,87 1,73
16 1,86 1,93 1,70 1,59 16 2,15 2,16 1,87 1,73
17 1,87 1,93 1,70 1,59 17 2,16 2,17 1,87 1,73
18 1,88 1,93 1,71 1,59 18 2,17 2,18 1,88 1,73
19 1,88 1,93 1,71 1,59 19 2,18 2,18 1,88 1,74
20 1,89 1,94 1,71 1,59 20 2,19 2,18 1,88 1,74
21 1,89 1,94 1,71 1,60 21 2,20 2,18 1,88 1,74
22 1,89 1,94 1,71 1,60 22 2,20 2,19 1,88 1,74
23 1,90 1,94 1,71 1,60 23 2,21 2,19 1,89 1,74
24 1,90 1,94 74 1,60 24 2,21 2,19 1,89 1,74
25 1,90 1,94 1,71 1,60 25 2,22 2,19 1,89 1,74
26 1,90 1,94 1,71 1,60 26 2,22 2,20 1,89 1,74
27 1,91 1,94 1,71 1,60 27 2,23 2,20 1,89 1,74
28 1,91 1,94 1,71 1,60 28 2,23 2,20 1,89 1,74
29 1,91 1,94 1,72 1,60 29 2,23 2,20 1,90 1,74
30 1,91 1,94 1,72 1,60 30 2,24 2,20 1,90 1,74
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Annex B
(normative)

Spreadsheet calculation formulae for precision parameters —
Recommended spreadsheet table layout and data calculation sequence

B.1 Calculation formulae

B.1.1 General

When a dedicated computer programme is not available to calculate precision,./the repea

ability and

repfoducibility may be calculated using typical spreadsheet procedures and algoerithms. The fingl precision
calgulations involve a series of sums or totals. The calculation formulae are givén, in this clause. In Clause B.2,
a rgcommended spreadsheet table layout is presented that facilitates the calculations. Clause B.3 gives some

recpmmendations for setting up the table sequence and conducting the analysis. Figure 1 presents

a decision

treq diagram that gives guidance on the sequence of steps. Recall that p<= humber of laboratories in the ITP.

NOTE The calculations were set up for this annex using Lotus 123(ltjis assumed that any spreadshee
can|be used; however, some of the particular algorithms may be slightl§ different than indicated in this annex.

B.1.2 Uniform level ITP design, n =2

All laboratories in the ITP test all materials; each material has n = 2 replicates per cell and the sum
over all laboratories. A cell contains the n replicate values for each “laboratory/material” comb

programme

mations are
nation in a

Talle 1 format as given in the main body of the Technical Report. A replicate is a “test result”, i.e. the mean or

medlian value as specified by the test method.

Ty = ZYpy, Where Y,y is the cell avetage for laboratory i

Ty = Z(Yay)?

Ty = w2, where w = range of cell values, laboratory i (for n = 2 only)
T, = Zs2, where s =celt'standard deviation, laboratory i

For| the calculations)outlined below use either T3 or T,. Equation (B.5) gives the repeatabili
devjation squargdor variance, s,2:

5,2 = Tal20 = Tylp

Eqyation:(B.6) gives the variance between laboratories s|_2:

(B.1)
(B.2)
(B.3)
(B.4)

y standard

(B.5)

5.2 ={lpT — (T))4p(p - 1)} - [s,%/2]

Since this between-laboratory variance does not contain the within-laboratory variance comp

(B.6)

onent, it is

corrected for this by adding the within-laboratory variance. The variance that contains both the between-
laboratory and the within-laboratory components is the reproducibility variance given by Equation (B.7):

SR2 = SL2 + sr2 (B.7)
Mpy = Yay = Ty/p, material average for all laboratories (B.8)
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The repeatability » and the reproducibility R are given by Equations (B.9) and (B.10):
r = 2,83(s,2)12 = Repeatability (B.9)

R = 2,83(s2)"2 = Reproducibility (B.10)

B.1.3 Uniform level ITP design, n > 2

For any ITP with » equal to more than two (2) but with a constant number of cell replications for each
material/laboratory combination, the computation equations are identical to Equations (B.1) to (B.10) with the
following exceptions: (1) the value of » is used in place of 2 in the last term of Equation (R R) and (9) 7‘0 is, not

calculated, [the value for sr2 being obtained by means of the T,/p expression in Equation (B.5).

B.1.4 Non-uniform level design
For any ITH with an unequal number of replicates per cell:
T5 = 2[pi(Yav)/] (B811)

where n; = humber of replicates in cell i and (Y,,/); = average for cell i

Te = Zli(Yay)l (Bl12)
Ty = 542 8l14)

Ty = Z(n; — 1)s;2, where s is variance for cell i

5,2 = Ty/(T7 — p) (B{16)
s 2 ={| [TeT7 = Ts?WTo(p = D | = 5,2 H [T7p = 1)KT72 ~ Tg) } (B117)
sp2=s{2+5,2 (B]18)
Mpy =|Yay = Ts/Ty (B{19)

B.2 Table layout for spreadsheet calculations

B.2.1 Tahle organization

This clausg contains{aylisting of all the tables required with a brief description of the linking between the tables
to permit all calcutations to be automatically performed to give the values for  and R, once all tables have
been set up and the basic table of data has been generated. The layout is for a uniform level design with »|= 2.
The description ‘is directed mainly to analysis step 1. If outliers are found for step 1, then the calculgtion
operations i i i iti eps,
it is necessary to completely review the precision determination example in Annex D, which gives instructions
for these additional calculations.

For this annex, the tables will be identified as B.1, B.2, etc. These correspond to tables in Annex D designated
D.1, D.2, etc. Starting with Table B.2, the tables differ from the format of Tables 2 and 3 in the main body of
the Technical Report in the use of a double or side-by-side data display format. This double table set-up
permits rapid viewing of the data and calculated parameters as data is entered and processed.

There are potentially three analysis operation steps for any ITP. The number of steps actually required

depends on the quality or uniformity of data in the database. If outliers are found, then a second and perhaps
a third analysis step will be required. Each of these analysis operations should be conducted on a separate

30 © 1SO 2005 — Al rights reserved


https://standardsiso.com/api/?name=a563f699fec3a6d2fc80c4bd1cbacfb9

ISO/TR 9272:2005(E)

“sheet” or tabbed page of the computer spreadsheet programme. This facilitates the analysis and avoids
confusion. If outliers are found for any analysis operation, there are two options to continue with the analysis:

a)

b)

Ouitlier option 1: Removal by cell deletion — The simplest option for outliers is the deletion of the outlier

from the database as expressed in a Table B.1 format. See B.3.2 below for more details on thi

S.

Ouitlier option 2: Cell replacement values for outliers — If this option is chosen, cell replacement values

are calculated by the procedures described in Annex C. This option involves more work but it
only option for a limited ITP database with a small number of laboratories.

The three potential analysis steps are described in Clauses 8, 9 and 10. If there are no outliers, o

steﬂ) 1 is used. If outliers are present, analysis steps 2 and 3 may be required depending on¢tH

outl
for

The

may be the

nly analysis

ers in the database. The table description outlined below is for analysis step 1, the first set_of
hny ITP (see Clause 8), prior to the possible rejection of any incompatible values as outliers..

word “cell” is used in two different contexts: it is the intersection of a row with @ column in

spre¢adsheet; it is also, for any ITP, the combination of a laboratory and a material\as’in Table 1

bod
ma

Alth
con
n -
whe
and
pro
req

Tal
B.1

B.2
ave

B.3

Ny cases, there is a dual usage or meaning (a Table 1 cell is also a spreadsheet cell).

tain the number of replicate values characteristic of the design of the N'TP. For most level 1 pre

Lired number of replicates.

le number and name Table description

— Basic data from ITP  This is the basic Tiable 1 format (as discussed in main body of
Report); rows =:aboratories; columns in replicate 1, 2 format = materi

Two spreadsheet columns are required for each material. Each (doub
ITP cell contains two test results. In generating all tables beyond
preserve the same row/column identification for laboratories and mate

— Cell averages,
Fages squared
Table B.1. Totals are calculated for each material column; Cel
totals = T, cell average squared totals = T,,. Also calculate, for the Ig
the grand cell average (all laboratories) and the variance and standarg
of the cell averages (across all laboratories).

NOTE
four significant digits for all calculations.

—Cell avg deviations, A dual table: cell deviations d, d = cell i — (all-cell avg); in the left sectiq

d- 4

nd%-values h-values in the right section. Review the cell #-values and indicate 3

y of the Technical Report. The word cell will be italicized when it refers to‘a~computer spre|

ough, as described below, Table B.1 may contain blank table cells;»all table cells that have

? and each cell must contain both values. The original database generated in some ITPs n
re one or more laboratories report only one value for a partictlar material, i.e. they did not fully
only supplied partial data. The partial data for such a laboratory cannot be used since the g
pjramme as set up in this annex requires that all Table B:1 cells (for analysis step 1, 2 or {

Thisis a dual table, cell averages in left side and cell averages squg
fight side, each side preserving the laboratory/material row vs column

e extent of
calculations

A computer
in the main
adsheet. In

data must
Cision ITPs,
nay be one
participate
preadsheet
) have the

Technical
Bls.

e column)
Table B.1,
rials.

red in the
format of

average
ft section,
deviation

Do not truncate significant figures for any total in any of these talples. Retain

n and cell
Il that are

B.4R — Cell ranges and
ranges squared

©IS

significant at the 5 % level by making value bold and italic. See Annex A for

calculation of A#-values.

A dual table: cell ranges on left and cell ranges squared on the right
left-hand-side cell, the cell range may be obtained from Table B.1
appropriate @IF function to convert those negative difference values
values for the cells in Table B.4R. It is useful to obtain the average
each material. Calculate the cell squared totals 773 for each material.

O 2005 — All rights reserved
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B.4S — Cell standard
deviations and variances

B.5 — Cell k-values

A dual table, with cell standard deviations on the left and cell variances on the
right. It is convenient to calculate the pooled variance for each column of
standard deviations; place these at the bottom of each left-side column.
Calculate the total for the cell variances; place these values at bottom of each
column of variances on the right side. Total of cell variances for each
material = 7.

A single table for cell k-values. See Annex A for calculation of k-values.
For each k-value that equals or exceeds the 5 % significance level value,
indicate by making the value bold and italic.

B.6 — Calc

precision performed for each material, thus a column is required for each material. Ihsert
values for 7, T, and either T3 or T, by means of spreadsheet linking\to the
appropriate preceding tables. Calculation 1 is a calculation of s,2, using)either |75
or T,. Calculation2 determines s 2 using 7, and T,. Calculation 3 is| a
calculation of sz2, using s, 2 and s,2. Calculation 4 determines r and ‘calculation 5
determines R.
At the bottom of Table B.6, material means (averages) aré.given as well as the
standard deviations s, and sp. Also listed is a sub-tablé for step 1 and, if usgd,
step 2 outlier review at the 5% and 2 % significance levels. This sub-table
indicates the outlying laboratories for both # and &,

NOTE The values for n and p in Table B.6 can either be active or be a fill-informat. The value of » will be 2, but g will

vary depend|ng on the number of cells for laboratories deleted for either /4 or k values. For active p values, a count fungtion

should be pgrformed for the cell values in Table B.5-R1-OD or B.5-R2-OD (see B.3.1) for each material. This countg the
number of Iaboratories after deletions of both /4 and &. The count result enters the appropriate cell of Table B.6. For a {ill-in
operation, the values in Table B.6 must be inserted manually.

B.2.2 Setting up the spreadsheet

Begin on sheet1 of a spreadsheet programme. This will be used for analysis step 1. The first sef of

calculationg is for the original database. For any-subsequent analysis operations with a complete set of

recalculations after outliers are removed fromithe database or outliers replaced, one or more additipnal
computer programme sheets will be used. Caleculations are facilitated if each table occupies a single screen
area, using|the “page down” command to'go to the next table. Refer to the Annex D example for more defails

on steps 2 gnd 3.

a) Link Tpble B.2 to Table B.1(=-For lab 1 and material 1, use the average @function to calculate|the
average for cell 1 in Table-B:2, using the corresponding two adjacent (spreadsheet) cells in row || of
Table B.1 (for lab 1 andCmaterial 1) as the argument spreadsheet range. Repeat for all table cells. After
this is pompleted, cal¢ulate the cell average squared values for all cells on the right side of Table B.2 by
the appropriate spreadsheet squared function algorithm using the left-hand-side cell averages.

b) Link Table B.3to Table B.2 — For material 1, using the appropriate spreadsheet algorithm, subtract from
each laboratory cell average on the left side of Table B.2 the overall cell average. This gives d. Diyide
each cplculated d by the standard deviation of all cell averages to give the calculated /-value. Repeag for
all matermats: ' = ' ' i in the
right-side section of Table B.3.

c) Link Table B.4 to Table B.1 — For lab 1 and material 1, calculate the standard deviation for cell 1 in
Table B.4 by means of the @function for standard deviation, using the corresponding two adjacent cells
in row 1 of Table B.1 (lab 1 and material 1) as the argument spreadsheet range. Repeat for all cells.
Ensure that the divisor for the standard deviation calculation is (n — 1), not n, where n = number of values
for the standard deviation calculation for each material. In spreadsheet terminology, this is often
designated a “sample” calculation. Using the appropriate algorithm, square each cell standard deviation
value; the result is entered into the corresponding cell on the variance or right side of Table B.4.
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Link Table B.5 to Table B.4S — For material 1, divide each individual (within) cell standard deviation by
the pooled value for (within) cell standard deviations (this is the square root of the pooled or mean
variance) to obtain k-values. Repeat for all materials. The k-values are entered into the corresponding
cells in Table B.5.

Link Table B.6 to Tables B.2, B.4S and/or B.4R — For material 1, use the appropriate spreadsheet
function or algorithm to bring the totals 74, T,, T3 and/or T, into Table B.6. Repeat this for all materials.
The source for each total should be the total at the bottom of each of the appropriate columns in
Tables B.2, B.4S or B.4R. For calculation 1 in Table B.6, use the formula given in the table to calculate
each of the parameters for all materials in the ITP. The formula should use the active values of n and p as
well as the values for that material brought in from Tables B.2, B.4S or B.4R. When calculation 5 of

B.3

B.3

As

Table B.6 is complete, the entry of values for 7, T,, T5 and/or T, along with values for p and 1
of their linkages to preceding tables) will produce an immediate result for all intermédiat
precision calculations in the table.

Sequence of database calculations for precision

.1 Outliers in analysis step 1 (sheet 1)

hoted above, the step 1 analysis operation or set of calculations should be performed on sh

COo

(by means
e and final

bet 1 of the

puter spreadsheet programme. If any incompatible values are declared as outliers at the 5 %

levgl, the database shall be revised in accordance with 8.4 to eithéndelete outliers for any laborat
replacements into the database for those cells that contain outliers. If any outliers are found, it is necessary to
conduct analysis step 2 (sheet2) on the revision 1 (R1) database. The calculations for analysis of the
revision 1 database are facilitated by copying all of thé.éxecuted Tables B.1 to B.6 on s

cor
valy
outl

B.3

Al
sigr
sigr
valy

esponding locations on sheet 2 of the spreadsheet; With all programmed calculations active
es. These tables on sheet 2 are now designated as\(1) Table B.1-R1-OR to Table B.6-R1-OR {
ers or (2) Table B.1-R1-OD to Table B.6-R1-OP for deleted outliers.

.2 Outliers in analysis step 2 (sheet'2): Option 1 — Outlier deletion

deletion operations can be facilitated by marking, on a printed-out Table B.1, all table cell
ificant # and k values. To delete”data, simply delete from Table B.1 all the cells that h
ificance level 4 or k value. Cellrefers here to the ITP design, not to the spreadsheet cells, i.e.
es in each ITP design cell,> which occupies two spreadsheet cells. When this is done,

spre¢adsheet programme will(give an ERR indication at several calculation cell locations in Table B,

Tah
sub

ER

a)

b)

le B.6-R1-OD. This is(due to the deletion of one or more argument values in Table B.1-R1-OL
sequent tables as well)

R notations willappear in two general locations:

In columns ‘as data entries that come from tables above them in the sequence of tables, i.e.
to calCulate parameters for a particular column such as averages, standard deviations, etc.

At’the bottom of columns where averages, standard deviations, etc., were previously located

bignificance
ry or insert

eet 1 onto
i.e. not as
or replaced

b that have
ave a 5%
delete both
the typical
P-R1-0OD to
and some

alues used

To correct

the Tables, start with the Tirst table that contains a spreadsheet cell that has an ERR notation,
the ERR cell that is a data entry, not an ERR cell at the base of a column. Correcting the data
or cell will automatically correct the ERR (calculated value) at the base of the column.

and delete
entry value

The use of a spreadsheet “delete” operation for any ERR cell will make the cell in question blank. Continue
this for all tables until all ERR indications are removed and replaced by blank values, not zeros. This will
produce correct calculations for all parameters. Also remove from all tables any zero cell values that are
generated by the deletions from any of the preceding tables. If they are not removed, the bottom of the table
column calculations will be in error. For option 1, outlier deletion, the revised precision parameters will
automatically be calculated, and will appear in Table B.6-R1-OD of sheet 2 after all ERR entries are removed.
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B.3.3 Outliers in analysis step 2 (sheet 2): Option 2 — Outlier replacement

When this option is chosen, data replacement values or DRs (see Annex C for definitions on replacement

values) are
(individual)

inserted into the cells that contain outliers. Insert into the experimental design cells of Table B.1
cell data replacement (test result) values, DR1 and DR2, as determined in Annex C. These will be

in cells that have a significant # or k& value. Correct any possible ERR occurrences, if they appear, as

described i

n B.3.2.1 and B.3.2.2. For option 2, insertion of data replacement values or DRs, the revised

precision parameters will automatically be calculated and appear in Table B.6-R1-OR of sheet 2.

B.3.4 Outliers in analysis step 3 (sheet 3)

The precisi
significance

a) |If any
signifig
option
revisio

b) If outli
Table
revisio
Table
analys
precisi

c) Once
(using
sheet 3
ERR i
precisi

B.3.5 Pregision result rounding

bn values for (sheet 2) revision 1 analysis are accepted as final if there are no outliers at the)R %
level.

putliers are found at the 2 % significance level, either follow the procedure cited -above (for p %
ance) to do an option 1 deletion of all outliers to generate a revision 2 OD database or sqlect
P and calculate replacement values. When these are inserted into the revision 1“OR databasp, a
n 2 OR database is generated.

brs are found, copy the executed Table B.1-R1-OR to Table B.6-R14OR or Table B.1-R1-OD to
B.6-R1-OD of spreadsheet sheet 2 to spreadsheet sheet 3 with agtive values as above. These
n 2 tables, when completed as indicated below, will be ,designated Table B.1-R2-OR to
B.6-R2-OR or the corresponding Table B.1-R2-OD to Table B6<R2-OD. The purpose of a sheet 3
s is to delete or replace the 2 % significance outliers and“thereby generate final revision 2
bn values.

putlier values have been deleted from any cell or dates replacement values have been calculated
Annex C) and inserted into the appropriate cells>of Table B.1-R2-OR or Table B.1-R2-OD in
; the new precision values will appear in sheet:3 Table B.6-R2-OR or Table B.6-R2-OD after jany
dications are removed. These sheet 3 TableB:6-R2-OR or Table B.6-R2-OD values are the final
bn parameters, r and R, for the ITP.

The final precision results as given in Table B.6, Table B.6-R1 or Table B.6-R2 (with either outlier option)|are

transferred
final precis
attainable

employed.

into a Table 6 format (see 12,1) for insertion into the test method standard. When this is done [the
on parameters should be reunded to the number of significant digits or figures that are technigally
n usual practice with/the test method, with perhaps one more significant figure than normally
Excessive figures beyand this shall not be retained.

34

© 1SO 2005 — All rights reserved


https://standardsiso.com/api/?name=a563f699fec3a6d2fc80c4bd1cbacfb9

ISO/TR 9272:2005(E)

Annex C
(normative)

Procedure for calculating replacement values for deleted outliers

C.1 Introduction

If olitliers are found in analysis step 1 at the 5 % significance level, there are two options. Optioh“
the |outliers and thereby generate a revised, or R1, database. Option 2 is to replace the outliers in
essentially preserves the distribution of the non-outlier data as described in more detail)in”Claus
annex provides the algorithms to address the replacement process when outliers are~found at eit
or the 2 % significance level.

Ou
limi
Size

ann

C.?

The
initi
deyv

types of PR as described below that might be-inserted into the database. Although only one is se

are

C.2

Thsg

database mean of all cell values-for any material. There are two types of distribution mean:

a)
b)

The
this

Ho\

conmsistent with the observed data distribution” in the database. The replacement procedure desc

ier option 2 (replacement) is usually the choice when outliers are found, with a small datat
ed number of laboratories (ca 6 or less). Replacing outlier values, rather'than deleting them, pr
of the database. The procedure for calculating replacement valoes, however, must be

ex fulfils this objective. It consists of a determination or calculatien of two types of replacement.

The replacement procedure

replacement procedure (for either step 1 or step 2).is one that replaces outliers with realistic
bl operation determines replacement values for-@ach outlier “cell average” and each outlier “c
ation”. The first type of replacement is designated a parameter replacement or PR. There are t

described in order to demonstrate the merit of the selected second type of replacement.

.1 Distribution mean parameter replacement

first possible approach for-a'PR is to insert into the database a value equal to the distributig

of cell averages;

of cell standard deviations or cell ranges.

is to delete
a way that
e C.2. This
her the 5 %

ase with a
bserves the
bne that is
fibed in this

Values. The
bll standard
o possible
ected, both

n or actual

word “mean” applies to both. If only one PR is being considered and there are ten or more laboratories,

will not:substantially change the nature of the distribution.

vever, if two or more outliers are being replaced and the number of laboratories is much less th

an ten, this

may
a)

b)

For

©IS

4lo oliediailas 1t ol bl H £l 1 4 HAH 1 £
Nalmtow uic Uiostmoutiurnm almtu tutus yive a 1aiotly UPUTTIsUL valutc Ul

the standard deviation for the final precision results (if no further outliers are found);

the denominator standard deviation for the 4 and/or k statistics that will be used for outlier review at the

2 % significance level.

this reason, this type of replacement is not chosen.
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C.2.2 Ascending order trend (AOT) parameter replacement

The alternative approach for a PR is to use a value that substantially preserves the observed distribution as
illustrated by the ascending order trend plots discussed in 8.2. This is designated an ascending order trend or
AOT replacement or PR for a cell mean. Each AOT replacement or PR is in essence a predicted value, one
that would be expected for the laboratory in question in the absence of the unexpected perturbation that
generated the outlier illustrated by the “off-the-line” behaviour in the AOT plot. This AOT replacement does not

narrow the observed distribution in the same sense as a distribution mean value replacement.

C.3 Outl

There are
above and
cell standa
that contair

DRs are r
recalculatio
to B6 seri
succeeding
in Annex B
n=2. The

Mooney vis
annex as W

C.4 PRs

Qutlier valu
ina)toc) b
database o
outlier repla

a) PRs: “

jer-replacement-categories
two different categories for outlier replacements: parameter replacements (PRs) as_discug
data replacement values (DRs). After PRs have been determined for all outlier cell averages

d deviations (or ranges), the next step is the calculation of DRs for each cell of Table B.1 for
ed a parameter outlier.

bquired to insert into a Table B.1 data format (to generate a Table BA-R1-OR) to perm
n of the revised precision values based on the new R1 database (see Annex B and the Table
ps). Once the initial basic data Table B1 is revised to generate a-Table B.1-R1-OR, all
tables, B.2-R1-OR to B.6-R1-OR, are recalculated by the automatic.calculation process descr
The procedures described (for this Annex C) are for uniform leyel\designs with two cell value
procedures may be slightly amended for n = 3 situations. The-\precision example in Annex O
cosity testing illustrates the entire AOT replacement process and the operations described in
ell as Annexes A and B.

for outliers at 5 % significance level

es at the 5 % significance level shall be replaced using the AOT replacement procedure descr
elow. These procedures apply in principleto any of three databases: the original database, the
F the R2 database. The R1 and R2 databases will potentially contain PRs determined by a prev
cement process.

Cell average” outliers — For each material, visually fit a (least-squares type) straight line thrg

the central data point region of the-cell average AOT plot and extend the line to both extreme ends of

plot. A

ternatively, a linear regression may be used to fit the straight line; however, do not include in

data s

t any questionable outlier end points. For the outlier values (low or high end of plot), determing]

differepce between the outlier value (plotted point) and that point on the extended line at the x-
locatiop of the laboratoryin~question. Add this difference to or subtract it from the outlier value to prod
a new palue that is “oA the fitted line” at that x-axis location. For each outlier, this “on the line” value is
cell average PR for that laboratory.

b)

PRs: “Cell range” outliers — For each material, visually fit a straight line through the central value p

region|of the’cell range AOT plot and extend the line to the high value end of the plot. Repeat
procedure-given in a) above to determine a new value on the fitted line. For each outlier, this “on the |

sed
and
mat

it a
B.1
the
bed
5 or

on
this

bed
R1
ous

ugh
the
the
the
AXis
uce
the

oint
the

ne

| TS I DR fope th ot 10 "
value Isme-—cernrange T nrormataooratory:

PRs: “Cell standard deviation” outliers — If cell standard deviations were calculated initially rather than

cell ranges, determine a standard deviation PR using the same procedure as described for cell range
outliers in b) above. For ITP designs that have n = 2, the replacement cell standard deviation (std dev)
can be converted to a cell range, w, by using w = (std dev) x (2)1/2. In the equations listed below, a value

for the

NOTE

range is required for calculating DRs.

The equations for calculating DRs using PRs for ranges as given below can be altered for use with standard

deviations rather than ranges. For ITPs where n = 2, substitute the value of the range w, i.e. (std dev) x 1,414, into the

equations.

36

© 1SO 2005 — All rights reserved


https://standardsiso.com/api/?name=a563f699fec3a6d2fc80c4bd1cbacfb9

ISO/TR 9272:2005(E)

C.5 DRs for outliers at 5 % significance level

After PRs have been determined for all outlier cell averages and cell standard deviations (or ranges) at the
5 % significance level, the next step is the calculation of DRs for insertion into a Table B.1 format. For the DR
process, procedures are used that maintain the values not declared as outliers, at their observed values in the
database. As an example, when only a replacement cell average is required (i.e. the cell range or standard
deviation is not an outlier), the actual or existing cell range shall not be changed by the replacement. Also
when only a replacement cell range or standard deviation is required, the existing cell average shall be
maintained. There are four possible combinations of PRs that require DRs. The procedures for these are

described in steps a) to d) below.

a) Cell average outlier with non-outlier cell range — For the two DRs for a cell average outlierj-add one-half
and subtract one-half of the original or existing cell range, ECR, to and from the PR (cell pvg), using
Eqyations (C.1) and (C.2). This gives two cell values, DR1 and DRZ2, that yield the replacement cgll average.
Ins¢rt the replacement values into the Table B.1 format database.
DR1 = PR(cell avg) + ECR/2 (C.1)
DR2 = PR(cell avg) — ECR/2 (C.2)

To

b) ¢
one
and
the

c) (
and
EC
orig

d) @
dat
forn

hvoid the confusion of excessive notation, all DRs (each of four categories) are identified as DR

Uell average outlier with cell range outlier — For the two DRs fér this situation, add one-half g
-half of the AOT-plot-determined PR (cell range) to and fromy’ the PR (cell avg) using Equ
(C.4). This gives the two new cell data values DR1 and DR2 that yield the replacement cell g
replacement cell range. Insert the DRs into the Table Bl format database.

DR1 = PR(cell avg) + PR(cell range)/2
DR1 = PR(cell avg) — PR(cell range)/2
bell range outlier with non-outlier cell average — For the two DRs required for this situation, a

subtract one-half of the AOT-determined PR (cell range) to and from the original or existing c
\, using Equations (C.5) and (C.6)- This gives the two new cell data values DR1 and DR2 th

1 and DR2.
nd subtract
btions (C.3)
verage and

(C.3)

(C.4)
dd one-half

b/l average,
at yield the

inal cell average and the replacement cell range. Insert these into the Table B.4R format database.

DR1 = ECA + PR(cell range)/2
DR2 = ECA - PR(cell range)/2
bell range outlier with cell average outlier — Follow the same procedure as in b) above. This gi

h values with the feplacement cell average and the replacement cell range. Insert these into th
nat database;

(C.5)
(C.6)

es two cell
e Table B.1

C.T PRs for outliers at 2 % significance level

For an analysis step 2 review of the revised or R1 database, follow the instructions in Clauses C.5 and C.6
that apply to a significance level of 2 %.

a)

b)

©IS

PRs: “Cell average” outliers — For each material, replot the cell average data to give a new AOT plot,

using the revised data of Table B.1-R1-OR. The data in the Table B.1-R1-OR format will

have new

replacement values for all 5 % significance outliers. Follow the procedure described in Clause C.5 to

determine the PR “cell average” for outliers at the 2 % significance level.

PRs: “Cell range” outliers — For each material, replot the cell range data in an AOT plot, using the
revised data of Table B.1-R1-OR. Follow the procedure described in Clause C.5 to determine the PR “cell

range” for outliers at the 2 % significance level.
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c) PRs: “Cell standard deviation” outliers — If cell standard deviations were calculated initially rather than
cell ranges, calculate a replacement standard deviation using the cell range procedure described in
Clause C.5. As noted above, for ITP designs with n = 2, the replacement cell standard deviation (std dev)
can be converted to a cell range, w, by using w = (std dev) x (2)1/2.

C.7 DRs

for outliers at 2 % significance level

After PRs have been determined for all outlier cell averages and cell standard deviations (or ranges) at the
2 % significance IeveI the next operatlon is the calculation of DRs for TabIe B.1 format These are required to

generate a
reproducibi

database, i
reproducibi

For the fou

ity) based on the new R2 database (see Annex B). Just as for the 5 % significance |
calculationg, there are four possible combinations of parameter outliers that require data replacements’fof
R2 databag
the R1 dathbase. After 2 % significance level outliers have been replaced (both PRs and BRs) in an

becomes an R2 database and is used to calculate the final or terminal values ofrepeatability
ity. Refer to the flow-sheet diagram in Figure 1.

bility,
bvel

an

e. The outliers are at the 2 % significance level and the database being considered for revisidn is

R1
and

outlier combination categories discussed in Clause C.5, repeat the calculations for DRs based on
PRs determined using AOT plots of the R1 database. Use the equations given in these sections.
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Annex D
(normative)

An example of general precision determination —
Mooney viscosity testing

Introduction

annex presents a detailed example of a level 1 “three-step analysis” precision .determination with
emphasis on how outliers are detected and how the original database is revised to ebtain robugt precision
ates that are free of outlier effects. All precision calculations are given, starting’with a basic|Table 1 (or
equivalent Table B.1) format, using the calculation formulae and other operations’in the serigds of tables
ribed in Annex B. All tables in this Annex D will have identifications<afalogous to thgir Annex B
identifications but using the D designation. Thus Table D.1 in this annex is equivalent to Table B.1 jn Annex B,
Tahle D.2 is equivalent to Table B.2, etc.

Two outlier treatment options may be chosen. Option 1 is the deletion of all outliers and the cglculation of
pregision results on the revised and reduced database. Option,2)is the replacement of outliers with AOT
replacements and the calculation of precision results on the revised’database. Both of these optior)s are given
in this example. Although not illustrated in this Technical Report, calculations have been condugted for this
database using the alternative analysis algorithms A and.S given in ISO 5725-5. A compar|son of the
pregision results for options 1 and 2 and the ISO 5725-5 analysis is presented and the outcome ig discussed.
An [additional feature is illustrated: the use of technical judgement by the statistical analyst to qverride the
out¢ome of a particular objective outlier rejection progcedure. The reasons for this are cited.

Thg ITP for Mooney viscosity testing was conducted in the mid-1980s using the edition of ISO 289 that existed
at that time. Four materials (rubbers) were used and nine laboratories participated in the ITP. The rubbers,
identified as materials 1 to 4, and some ofthé details of the testing are described as follows:

Material number Material description Test conditions
1 SBR 1712 (37,5 oil ext.) ML1+4@100 °C
2 lIR (butyl) NIST SRM 388 ML1+8@100 °C
3 NR (natural rubber) ML1+4@100 °C
4 SBR 1712 BMB (37,5, 65 N339) ML1+4@100 °C

NIST = National Institute of Standards and Technology, the new name for the National Bureau
of Standards in USA.

SRM = Standard reference material as developed by NIST.
BMB = Black masterbatch: 37,5 oil + 65 of carbon black N339.

Samples of each of the four materials were sent out to the nine participating laboratories and viscosity tests
were conducted on two separate days one week apart. A test result was one determination (measurement) of
Mooney viscosity at the indicated time and temperature. Thus for this ITP, p=9, g =4 and n=2. A type 1
precision was determined with one additional operation just prior to testing: materials 1, 3 and 4, were mill-
massed. Material 2, the IR SRM, was not mill-massed since this was not specified for this reference material.
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D.2 Organization of the Mooney example precision determination

The ordinary practice to determine precision for any given ITP is to use the sequence of steps as outlined in
Figure 1 and discussed in the overview (see Clause 7). The detailed instructions are in Clauses 8, 9 and 10. If
outliers are found for step 1, one of the two outlier options is selected and the analysis proceeds to step 2 and
on to step 3, if needed, based on this decision (see Figure 1). However, to better illustrate precision
determination in this example, calculations are given for both outlier options. Although outlier replacement is
option 2, the calculations for this option will be demonstrated first as part 1. After that, the simpler option 1
approach of outlier deletion will be demonstrated as Part 2. The preliminary data and graphical review, given

below, is not repeated for the Part 2 outlier deletion option.

D.3 Part

D.3.1 Anglysis step 1 — Preliminary review

Table D.1,

original dat
informative
calculations

The next o
previously
calculationg
in Annex B
Table 3 da
standard de

The graphi
“cell averag
Figure D.2
the original

1: Level 1 analysis — Option 2: Outlier replacement

as set up in sheet 1 of the computer spreadsheet programme (see Annex B){is-a tabulation off
b in a format as specified in 8.3. Although it is not necessary for the analysis steps to follow,
to obtain averages and standard deviations of all columns in the tableland the results for th
are illustrated.

beration is to generate tables in the format of Tables 2 and 3 a§ outlined in 8.4 a) and 8.4 b)
discussed, the basic Table 2 and 3 data tabulation is combined with other tabulations
in a dual table format. This dual table format is required for¢he full analysis and is fully descr
Thus the Table 1 format as called for in 8.4 a) is given'on the left side of Table D.2 and
a tabulation format as called for in 8.4 b) is given on ‘the left side of Table D.4S for within
viations, or in Table D.4R for within-cell ranges.

al examination of the ITP data is conducted using Figures D.1 to D.4. Figure D.1 illustrates plof
e” Mooney viscosity vs laboratory number in\ascending viscosity order for materials 1 and 2
llustrates similar plots for materials 3 and'4. These plots serve a dual purpose: an initial revie
data and a second operation to calculate the outlier option 2 AOT replacement values for out

the
it is
ese

As
and
bed
the
cell

s of
and
v of
iers

as describgd in C.2.2 in Annex C.
Figure D.1 |indicates that there may be tWwo potential outliers for material 1 — one low outlier for lab 9 and
perhaps a high outlier for lab 6. Thesedeviate from the central-region essentially linear trend line. This tfend

line will be

used in the AOT replacement operation to be conducted later. For material 2, one high pote

outlier for |
two potenti

Similar plot
no low end
low end cu
outliers for
potential o
impression

b 1 is indicated. In Figure D.2, material 3 has one low potential outlier for lab 9 and material 4
| outliers — low for (ab™9 with a less likely high value for lab 8.

5 for cell ranges. in Figures D.3 and D.4 are slightly different from the cell average plots. There
outliers. Alllow values indicate good agreement and as a result these plots have more of an i
Fvilinear mature prior to a central linear region. Material 1 has a two potential high end cell ra
lab 4 andlab 1. Material 2 has no potential outliers. Materials 3 and 4 in Figure D.4 both h
itliers\(for lab 4 and perhaps one for lab 9. The plots of Figures D.1 to D.4 give an ov¢
of-the degree of data uniformity for each of the four materials. The other features of the figures|

ntial
has

are
itial
hge
ave
prall
will

be discussedtater:

D.3.2 Precision calculations and outlier review for original database

The step 1 analysis begins by calculating the precision values of » and R for the original database. The initial
calculation of » and R using the procedures set forth in Annex C establishes a starting point or foundation for
comparisons of the reduction in these two parameters as outliers are deleted. Next is an examination of the
database to detect any potential outliers at the 5 % significance level. Both of these operations will be
conducted in parallel and described as each table in the sequence Table D.1 to Table D.6 is reviewed.

Table D.2, set up in the dual format for all four materials, has cell averages on the left and cell averages
squared on the right. Two totals, T, for “cell averages” and T, for “cell averages squared” (as required for final
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precision analysis in Table D.6), are obtained for each column or material in the table. Also indicated are
results for the overall cell average and the variance and standard deviation for individual cell averages for all
nine laboratories.

Table D.3 contains the “cell average” deviations, d, on the left and the cell #-values on the right, where for

eac

h material:
d= YAV(i)_ YAV

(D.1)

(D.2)

whd

Ths
Bel
indi
Ths
itali

Tahb
tabl
cell
totq
std

vari

re

Ypy(i) = cell i average;

Yay = average of all cell averages;

s(Y,y) = standard deviation of cell averages (see Annex A).

values for Y,y and s(Ypy), descriptively indicated, are found at the bottom,'of the left section o
cated number of laboratories, i.e. p = 9. Critical values for both % and 4*are given in Table A.1
calculated column A-values (for each material) that equal or exceed the critical value 1,78 |
C indication. There are four cells with significant 4#-values: lab 1/material 2, and lab 9/materials 1
les D.4R and D.4S indicate the variation in the day-1 vs day-2 test results. Actually, only one ¢
es is absolutely needed but both have been generated<for this example. Table D.4R containg

ranges on the left and the cell ranges squared on the right. For each material, the “cell rang

dev = w/(2)V2, where w is the range. Table D:4S has “within-cell” standard deviations on f
ances (standard deviations squared) on the right. On the right side, the total of all variances, T4

f Table D.3.

pw the right side of the table, an inset sub-table gives the i(crit) at-the 5 % significance I¢vel for the

bf Annex A.
ave a bold
, 3 and 4.

f these two
the “within
e” squared

|, 75, is given. Cell ranges for an ITP programme with » = 2 may be converted into standard dgviations by

he left and
, as well as

the [pooled or average variance is given for eagh material.
Thg analysis of cell standard deviations far,outliers is conducted by means of Table D.5. This tabulation of the
k-values for all cells for each material iS generated using:

k=sls, (D.3)
whgre

The
Tahb
p =
and

s; = cell standard deviation for laboratory i;
s, = pooled celhstandard deviation (across all labs) (see Annex A).

pooled.standard deviations (square root of pooled or average variance) are given at the bot
le D.4S%and Table D.5. Table D5 has an inset sub-table that gives k(crit) at the 5 % significan
O and\n = 2. There are three calculated k-values equal to or above the critical value of 1,90: m
4.for lab 4. These cells have a bold italic indication.

om of both
ce level for
bterials 1, 3

This completes analysis step 1.

Before proceeding to step 2, it is informative to consult Table D.6, the precision results for the original
database. The r-values vary from 0,74 to 3,43 and the R-values from 1,97 to 15,15. If no outliers had been
detected in the step 1 analysis, this table would constitute the end of the analysis and the values as they
appear in Table D.6 would be used to prepare a final table of precision results for entry into the test method
standard. In addition to the five internal calculations of Table D.6 to give the final values for » and R, the table
also gives the mean value for each material as well as the repeatability standard deviation s, and the
reproducibility standard deviation s,. The results of the step 1 outlier analysis for the # and k statistics are
given in a sub-table at the bottom of Table D.6. The step 1 outlier analysis has indicated a number of outliers
at the 5 % significance level. The presence of these outliers calls for a step 2 analysis operation on a revised
ITP database.
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D.3.3 Analysis step 2 — Outlier treatment
The step 2 analysis process is twofold:

a) it generates a revised database on which the second round of calculations is conducted to obtain revi
values for r and R, using the procedures set forth in Annex B;

b) the revised database is examined to detect any potential outliers at the 2 % significance level.

D.3.3.1 Table nomenclature

sed

The step 2 [analysis begins with the calculations for option 2 replacements for the 5 % significance outlien
detected in| step 1. In preparation, a second set of spreadsheet tables is generated. To make comparig
and table igentification in step 1 and step 2 easier, the table designations for step 2 retain the. D:1 to
identification with two added symboils. First, R1 is added, i.e. Table D.1 in step 1 becomes Table' D.1-R1
step 2. Thg second addition, for option 2 tables, is the symbol OR, where OR designates ‘“outliers replac
Thus Tablg D.1 for step 1 becomes Table D.1-R1-OR for the step 2, option 2, operation,-Recall that step
conducted pn the original database.

D.3.3.2 ep 2 analysis — Replacement of 5 % significance outliers

To implemgnt outlier option 2, AOT replacement values must be obtained fof,the outliers in the step 1 anal
Refer to Anjnex C for the AOT procedure. Basically, two calculations need to' be performed. The first to ob
AQOT cell mpan replacements, where mean applies both to the cell averages and to cell standard deviation
ranges. These replacements are defined as parameter replacements:or PRs (see Annex C). Once this
been done,|the second procedure is the calculation of cell data replacement values or DRs that are neces
to begin the calculation of the new set of precision values for the-R1 database.

a) PRs (dell mean replacements) — This operation for 7cell averages” is conducted using the procedur]
Annex|C in conjunction with Figures D.1 to D.4. In Eigure D.1, the value for lab 9 was declared an ou
in the lstep 1 analysis. The PR of 51,4 for lab,9/material 1, indicated by a cross, was obtained by
Annex|C procedure. The PR of 71,7 for material 2 was obtained for lab 1 using the same procedurg
Figure|D.2, the PRs (71,0, 94,5) for lab 9.fet both materials were calculated in the same manne
Figure|D.3, the range PR for lab 4 was calculated as 0,85. In Figure D.4, the range PRs 2,20 and
were dbtained for lab 4 for materials«3 and 4, respectively, using the same procedure. The PRs for

s are tabulated as item 1-insPart A of Table D.7 and the PRs for cell ranges are tabulateqg

item 2 jn Part A of Table D.7.

The ngxt operation is to cenvert these PRs into DRs (cell data replacements). The DRs are requireg
entry into a Table D.1 format to generate a new Table D.1-R1-OR.

b) DRs (¢ell average data replacements) — As outlined in Annex C, there are two types of DR. For
example, all DRsyare of the first type: “cell average outlier with non-outlier cell range”. Thus the ¢
schedyled for-replacement do not have accompanying cell range (or standard deviation) outliers.
DRs fqr this first type can be calculated for any selected cell using:

b As
ons
D.6

for
ed”.
1is

VSIS.
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,20
cell
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for

this
ells
The

1) théPRsebtainedabove:
2) the existing cell range (ECR) for that cell, using Equations (C.1) and (C.2) in Annex C.

The data entries in item 3 in Part B of Table D.7 were obtained using these two equations with (1)
PRs in Part A and (2) the cell ranges (ECRs) that exist for the four cells in question (these are liste
parentheses next to the replacement averages in Part A). The calculated (duplicate) DRs are show
item 3 in Part B of Table D.7.

the
din
nin

c) DRs (“cell range” data replacements) — The PRs listed in item 2 in Part A of Table D.7 must be

converted to DRs. All three of these are of the third type, i.e. “cell range outlier with non-outlier
average”. The conversion from PRs to (duplicate) DRs is achieved using:

cell
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1) the PR obtained above;

2) the existing cell average (ECA) for that cell and Equations (C.5) and (C.6) in Annex C.

The results of these calculations are shown in item 4 in Part B of Table D.7.

D.3.

3.3 Step 2 analysis — Precision for revised database with outlier replacements

Once the outlier replacements have been calculated and tabulated in Table D.7, the revised database can be
re- analysed Th|s beglns W|th Table D 1-R1 OR The DRs of Table D 7 are substituted for the individual cell

D.3

Wh
Tah
ha
ave
Tah

red into Table D 1- R1 OR the revision 1 (R1) preC|S|on results appear in TabIe D.6- R1 OR

le D.6-R1-OR indicates that the repeatability » has been reduced, with an interval of 0,76 to
hs the range 1,76 to 11,27. On an overall (pooled) basis, the repeatability » has heen imp
iction factor of 0,88 (i.e. 12 % less for r) and the reproducibility R has been improved by a redu
.76 (24 % less for R) using the R1 database generated by the outlier replacement procedure.

3.4 Step 2 analysis — Detection and replacement of 2 % significance outliers

le D.1-R1-OR), the calculation operations for all subsequent tables*follow automatically. Criticg
nd k at the 2 % significance level are obtained from Table A.17in*Annex A. Table D.3-R1-OR ¢
rage outlier for material 4 in lab 8. The calculated A-valuetof 2,07 exceeds the critical #-va
le D.5-R1-OR indicates that the cell range (and standard deviation) for material 1 in lab 1 is an

a calculated k-value of 2,15, exceeding the 2 % critical valué.2,09.

The
sigr
rep
rep
The
equ

D.3
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Tah
Tah
last
pre

final action for a step 2 analysis is the replacement of the data values found to be outliers
ificance level. Figure D.5 illustrates AOT plots for material 1 with the range value of 0,80 indig
acement of outlier value 1,10 for lab 1. Also.indicated is the plot for material 4 with the PR or ¢
acement value of 99,2 for the outlier 101,5%or lab 8. The two outlier PRs need to be convertg
cell range mean of 0,80 and the cell average mean of 99,2 are both converted to DRs using t
ations. These replacement values are'shown in Table D.7 in bold italic font.

3.5 Analysis step 3 — Finaloperation for Part 1

bn the DRs for the twoj;2 % significance outlier values in the step 2 analysis are in
le D.1-R1-OR in placéyof the outlier values, a new table, Table D.1-R2-OR, is generated
le D.1-R2-OR is a revision 2 database. Refer to the sequence Table D.1-R2-OR to Table D.6
table gives the (final revision 2/option 2 repeatability and reproducibility. Comments on th
Cision, i.e. the reduction in » and R, will be postponed until the option 1 analysis is conducted in

en the replacement values for the 5 % outliers are enteredxinto the Table D.1 formpat (i.e.

have been

P.92; and R
roved by a
ction factor
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Figure D.1 — AOT plots of original cell averages for materials 1 (upper plot) and 2 (lower plot)
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(with linear trend lines and PRs indicated)
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Figure D.2 — AOT plots of original cell averages for materials 3 (upper plot) and 4 (lower plot)
(with linear trend lines and PRs indicated)
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Figure D.3 — AOT plots of original cell ranges for materials 1 (upper plot) and 2 (lower plot)
(with linear trend lines and PRs indicated)
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Figure D.4 — AOT plots of original cell ranges for materials 3 (upper plot) and 4 (lower plot)

(with linear trend lines and PRs indicated)
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Figure D.5 — AOT plots for revision 1 database for materials 1 (upper plot) and 4 (lower plot)
(with linear trend lines and PRs indicated)
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D.4 Part 2: Level 1 precision analysis — Option 1: Outlier deletion

D.4.1 Analysis step 1 — Preliminary review

A substantial portion of the work for Part 2/option 1 has already been done in Part 1. Figures D.1 to D.5,
Table D.7 and the two sub-tables at the bottom of Table D.6-R2-OR all indicate the values that have been
declared # and k outliers in the Part 1 analysis. If option 1, outlier deletion, had been an initial analysis
decision or a decision after step 1, the preliminary review of data and the precision calculations and outlier
review of the original database as described above would be the first operation for a Part 2 analysis. These
constitute Part 2/step 1 and do not need to be repeated here. For this Part 2/level 1 precision analysis option 1

(ou

ou

D.4.2 Analysis step 2

'H P AN H H 4l £ Il HR| - 4 ool £ 4 oY Il H H Fa¥mt Lot
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lier deletion”.

ch signifies

D.4]2.1 Deletion of 5 % significance outliers

Singe all outliers have been detected in Part 1, the deletion process is all that is required for| this Part 2
analysis. However, in the ordinary analysis of an ITP, if option 1 is chosen*as an initial decision| the outlier
det¢ction steps for both the 5% and 2 % significance oultiers would, be“required prior to the Jaction now
desgribed.

Table D.1-R1-OD shows the results of the deletion process on the‘original database, in Table D.1, [to generate

the
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revision 1 database. The tabulated values that have been declared significant at the 5 % level
ers have been deleted. Tables D.2-R1-OD to D.6-R1-0OD are also shown with the blank
tions indicated by the deleted 5 % outliers. In the spreadsheet analysis, all of the blank cells i
bbles will initially have an ERR indication. As explained in Annex B, each ERR value shall bg
juce a blank cell. The final precision results aresgiven in Table D.6-R1-OD. Comparing the re
er replacement option 2 with the outlier deletion option 1, Table D.6-R1-OR vs Table

pons will be conducted later in Clause D.9:!

2.2 Deletion of 2 % significance;outliers

next operation is the deletion of cell values that have been declared as outliers at the 2 %
I. Note at the bottom of Table D.6-R1-OD that two values are indicated; the cell average for m
8 and cell range (or standard deviation) for material 1 for lab 1. The case of material 1/lab 1 reg
Sideration by the analyst. Refer to Table D.4R-R1-OD. If the lab 1 range of 1,10 is deleted we
range values much'smaller than 1,10, three of which are zero.

ough it is possible to get perfect agreement for two Mooney viscosity measurements one we
e of the laberatories, this occurrence must be viewed with some caution. Most technicians ki
cial test'orATP is being conducted and they know that good agreement is the goal. A temptati

bled ‘range) would be unrealistically low if the lab 1 value of 1,10 were to be deleted. Therefore

is

for hand k
cells at the
this series
deleted to
sults of the
D.6-R1-0OD,

cates that option 1 in general gives smaller values for both » and R. A more detailed discussion of the two

Bignificance
aterial 4 for
uires some
Are left with

ek apart in
ow when a
bn exists to

e thesresults look good. The analyst’s judgement in this instance is that the pooled standafd deviation

a decision

ade to override the objective analysis outcome and not delete the 1,10

In the Part 1 analysis, the lab 1 range of 1,10 for material 1 was removed, but it was replaced by a value of
0,80. This is different from an outright deletion that removes a laboratory from the list of participants for any
material. The deletion of only the material 4/lab 8 value from the revision 1 database yields Table D.1-R2-OD.
This table represents the Revision 2 database.

D.4.3 Part 2: Analysis step 3

The final precision results for Part 2/option 1 are given in Table D.6-R2-OD. Comparing the results of outlier
replacement option 2 with outlier deletion option 1, Table D.6-R2-OR vs Table D.6-R2-OD, indicates that
option 1 in general gives smaller values for both » and R.
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The decision to retain the material 1/lab 1 range of 1,10 brings up a possibility for consideration: the combined
use of option 1 and option 2 for outlier treatment. In the case of the Part 2/step 2 analysis, it is possible for the
analyst to use the option 2 AOT replacement of 0,80 for this lab's range value, rather than allowing the original
value of 1,10 to remain in the Revision 2 database. This is an alternative option that may be used. It is a
judgement call by the analyst.

D.4.4 Discussion of precision results

D.4.4.1 Option 1 vs option 2 vs ISO 5725-5 procedure

Table D.8 qummarizes the Tesuits of this Viooney viscosity exampie. T he repeatabitity and reproducibifity for
each matenal, as well as a pooled or overall material value, are indicated for:

a) the original database;
b) the use of the ISO 5725-5 robust analysis procedure (the calculations are not given here);
c) AOT oltlier replacement (OR) option 2;

d) outlier deletion (OD) option 1.

—

Each of prqcedures b), ¢) and d) constitute one type of “robust” analysis. The goal of a robust analysis is|the
elimination |or drastic reduction of the influence of outliers. Table D.9 indicates the degree of reduction for
each of th¢ three procedures in terms of a reduction factor. A reduction factor of 0,60 indicates that|the
precision pprameter obtained for the robust procedure was 60 % of-the value for the original or non-revised
database of a 40 % change.

D.4.4.2 1$0 5725-5 vs three-step analysis procedure

Comparing|ISO 5725-5 to the two options (AOT replacement, OR, and outliers deleted, OD) for the three-step
analysis in fhis Mooney example precision determination indicates the following:

a) For repeatability, the alternative ISO 57255 procedure gives some improvement over the other [two
(optiony 1, option 2) procedures for material 1: factors of 0,60 vs 0,68, 0,71. There is no differencq for
material 2 (butyl rubber); all three robust procedures are essentially the same. There are substaptial
improvements for both options vs(the ISO 5725-5 procedure for material 4 and especially for material 3.
The pepoled values indicate the joverall performance in favour of options 1 and 2 compared to|the
ISO 5725-5 procedure.

b) For reproducibility, both~option 1 and option 2 give improvement over the ISO 5725-5 procedure| for
materigls 1, 4 andagain especially for material 3. The pooled values for both repeatability and
reprodycibility indicate that either option 1 or option 2 is better in reducing the influence of outliers than
the 1ISQ 5725-5%rocedure.

D.4.4.3 ption 1 (deletion) vs option 2 (replacement)

Comparing these two options for the three-step analysis indicates the following:

a) For repeatability, the two options are essentially equal for materials 1 and 2. However, for material 4 and
especially material 3, the option 1 outlier deletion procedure gives increased reductions or substantially
improved repeatability. The pooled value gives an overall 13 % advantage for option 1 (deletion).

b) For reproducibility, the two options are essentially equal for material 1 and material 4, but option 1

(deletion) gives improvement for material 2 and substantial improvement for material 3. The pooled value
gives an overall 6 % improvement for option 1.
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D.4.4.4 Comparison of precision for the four materials

The relative precision performance among the four materials for the option 1 (deletion) procedure is indicated
in Table D.8. These results have been inserted into the Table 6 precision-summary format as described in
Clause 12. The precision in this format for the Annex D example is given in Table D.10 which lists all the
precision parameters and also the final number of laboratories in the ITP database after deletion of all outliers.

Materials 1, 2 and 3 give repeatability values, r, that are roughly equal: 0,92, 0,76 and 1,03, respectively.
These three r-values differ substantially, as a group, from those obtained for the original database: 1,29, 0,74
and 2,54, respectively, for materials 1, 2 and 3. The outlier removal operation has reduced the r-parameter
and gives an indication that all three are very nearly equal. In a sense, this is not too surprising since

matferials 1, 2 and 3 are all non-pigmented or clear rubbers: SBR, butyl (a NIST reference rubber)
rubber, respectively. These three might be expected to respond very similarly to this test withinthe
a single laboratory.

Material 4 is an SBR black masterbatch or SBR-BMB with 65 phr (parts per hundred parts“of rubbg
of NI339 carbon black. Note that the repeatability for material 4 is substantially poorerithigher r) c

and natural
confines of

r, by mass)
pbmpared to

the [other three by a factor of 2,7 on an overall basis. Reasons for this lack of precision are discussg¢d below.

Thg option 1 (deletion) reproducibility, R, for materials 1 and 3 is essentially. equal (2,71 and

malferial 2 has the lowest R at 1,49. Again material 4 is very high (R 5-10,84), roughly by a
conppared to the other three materials on a overall basis. This is about twice the repeatability g
pregision factor of 2,7. For materials 1 to 4, the option 1 reproducibility is substantially improve
compared to the original database R-values of 3,37, 1,97, 8,84 and\15,15, respectively. Note the ¢
diffgrences for the original database R-values between materials”1, 2 and 3 compared to the

nearly equal values (for materials 1, 2, 3) noted above.

found to play a very/important role in the amount of rubber breakdown. Variation in thi
sing operation was\the source of the poor precision; variable breakdown leads to variable viscg

breakdown forvthe SBR-BMB was a combination of (1) rupture of rubber/carbon black int
ing and (2)-~ordinary chain rupture. The clear mill-massed rubbers, SBR 1712 and NR, al
e chain‘rupture, but the existence of the additional greater-magnitude breakdown mechan

2,50) while
factor of 5
omparative
d (lower R)
bnsiderable
much more

y expected
. Material 2
b used as a

Ation.

N when this
ted to the
procedure,
lled and all
5 prior mill-
sity.

ermolecular
50 suffered
sm for the

SBR-BMB_‘made it much more susceptible to mill-massing variations and produced the poo| precision.
1S 289, was subsequently revised to eliminate the mill-massing operation for BMB rubbers.
Due o the poor precision (high 7 an or the - IS material was not included in the pooled-value

poor p ;
calculations in Table D.10. Pooling is recommended only when the precision values are reaso
all materials in any ITP.

D.4.4.6 Final observations — Mooney example

nably close for

The three-step analysis outlier removal operation using the /4 and & consistency statistics, step 1 at the 5 %
significance level and step 2 at the 2 % significance level in the revised database, has given improved
repeatability and reproducibility, compared to the original database. Option 1 yields nearly equal »-parameters
for all three unpigmented rubbers and nearly equal R-parameters also. A good analysis outcome can be
obtained for either option 1 or option 2, but option 1 involves less computation and it yields better precision, i.e.
lower overall values for » and R. Option 1 is the preferred choice when there are nine or more laboratories in
any ITP.
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The three-step option 1 analysis has in essence isolated a “core group” of laboratories that have good control
of Mooney viscosity testing. Table D.1-R2-OD indicates that laboratories 4 and 8 each had three outliers
deleted. These two laboratories have poor control over testing and are in need of improvement. Laboratory 1
is also in need of some remedial efforts: it had two outliers, one of which was not deleted in option 1 as
indicated above. Laboratory 8 had one outlier and it may need to give some attention to its test procedures.
The “core group” of five laboratories (2, 3, 5, 6 and 7) had good control over their test domain. For materials 1,
2 and 3, the relative repeatability, (), was 1,8 %, 1,1 % and 1,0 % and the relative reproducibility, (R), was
5,4 %, 2,2 % and 2,5 %, respectively. The precision attained by this “core group” should be the benchmark for
Mooney viscosity testing in the rubber manufacturing industry.

Table D.1 — Mooney viscosity — Original basic data from the ITP

Lab No. Material 1 Material 2 Material 3 Material 4
Day 1 Day 2 Day 1 Day 2 Day 1 Day 2 Day 1 Day 2
1 50,8 51,9 72,0 72,3 98,0 97,5 743 76,2
2 53,0 53,0 70,0 70,5 95,5 96,0 71,0 72,0
3 52,4 51,9 70,1 70,6 96,7 97,6 74,6 75,6
4 53,0 51,5 70,0 70,0 96,0 93,0 81,0 77,5
5 52,3 52,1 70,5 70,5 98,2 98,4 78,0 79,1
6 54,4 54,3 71,5 71,0 97,0 97,1 82,4 84,3
7 52,8 52,8 71,5 71,4 96,9 97,4 73,8 74,4
8 53,0 53,0 71,0 70,5 102,0 101,0 78,0 78,0
9 50,1 50,3 71,0 706 91,0 89,2 65,6 63,6
Daylavg 52,42 52,31 70,84 70,82 96,81 96,36 75,41 75,63
2-Day avg 52,37 70,83 96,36 75,52
Betw-lab S dev 1,28 1,13 0,74 0,67 2,88 3,41 5,17 5,66
& o ed betw-lab 1,21 0,71 3,16 5,42
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Table D.2 — Cell averages and cell averages squared — Original data

Cell averages Cell averages squared
Lab No. | Material 1 | Material 2 | Material 3 | Material 4 | Lab No. | Material 1 | Material 2 | Material 3 | Material 4
1 51,35 72,15 97,75 75,25 1 2 636,82 5 205,62 9 555,06 5 662,56
2 53,00 70,25 95,75 71,50 2 2 809,00 4 935,06 9 168,06 5112,25
3 52,15 70,35 97,15 75,10 3 2719,62 4 949,12 9438,12 5 640,01
4 52,25 70,00 94,50 79,25 4 2 730,06 4 900,00 8 930,25 6 280,56
5 52,20 70,50 9830 78,55 5 212484 970,25 9662;89 170,10
6 54,35 71,25 97,05 83,35 6 2 953,92 5 076,56 9 418,70 6 947,22
7 52,80 71,45 97,15 74,10 7 2787,84 5105,10 9438,12 5 490,81
8 53,00 70,75 101,50 78,00 8 2 809,00 5 005,56 10,302,25 (6B 084,00
9 50,20 70,80 90,10 64,60 9 2 520,04 5012,64 8 118,01 1 173,16
T, ¥ 471,300 (637,500 |869,250 |679,700 |7,= 24 691,150 |45 159,925 |84 031,473 |61 560,680
S‘Z“ 52,37 70,83 96,58 75,52
Z:I' avg | 13925 04594 195513 28,5082
ge?e:vg 1,159 0,678 3,091 5,341
NOTE Variance cell avg = s"2(Y,y)
Table D.3 — Cell avg “dev”, d- and /#-values — Original data
Cell deviations, d Cell r-values
Lab No. [Material 1 | Material 2 | Material 3 | Material 4| Lab No. [Material 1 | Material 2 | Material 3|| Material 4
1 -1,02 1,32 1,17 -0,27 1 -0,88 1,94 0,38 -0,05
2 0,63 -0,58 -0,83 -4,02 2 0,55 -0,86 -0,27 -0,75
3 -0,22 +0,48 0,57 -0,42 3 -0,19 -0,71 0,18 -0,08
4 -0,12 +0,83 -2,08 3,73 4 -0,10 -1,23 -0,67 0,70
5 -0,17 -0,33 1,72 3,03 5 -0,14 -0,49 0,56 0,57
6 1,98 0,42 0,47 7,83 6 1,71 0,61 0,15 1,47
7 0,43 0,62 0,57 -1,42 7 0,37 0,91 0,18 -0,27
8 0,63 -0,08 4,92 2,48 8 0,55 -0,12 1,59 0,46
9 -2,17 -0,03 -6,48 -10,92 9 -1,87 -0,05 -2,10 -2,04
‘:\',;'ab cell 5537 70,83 96,58 75,52 h(crit) 5 % significance level at indicated p
:v‘”;‘:’ cell 4 159 0,678 3,091 5,341 p= 9 9 9 9
Bold and italic = significant values h(crit) 1,78 1,78 1,78 1,78
Sitery |° 1 9 9
h =dls(Yay), where d = avg cell i — (avg all cells); s(Yay,) = S dev of cell avgs
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Table D.4AR — Cell ranges and ranges squared — Original data

Cell ranges Cell ranges squared
Lab No. [Material 1 | Material 2 | Material 3 | Material 4| Lab No. [Material 1 | Material 2 | Material 3 | Material 4
1 1,100 0,300 0,500 1,900 1 1,210 0,090 0,250 3,610
2 0,000 0,500 0,500 1,000 2 0,000 0,250 0,250 1,000
3 0,500 0,500 0,900 1,000 3 0,250 0,250 0,810 1,000
4 1,500 0,000 3,000 3,500 4 2,250 0,000 9,000 12,250
5 0,200 0,000 0,200 1160 5 0,040 0,000 0,040 15210
6 0,100 0,500 0,100 1,900 6 0,010 0,250 0,010 3,610
7 0,000 0,100 0,500 0,600 7 0,000 0,010 0,250 0,360
8 0,000 0,500 1,000 0,000 8 0,000 0,250 1,000 0,000
9 0,200 0,400 1,800 2,000 9 0,040 0,160 3,240 4,000
Avg range | 0,400 0,311 0,944 1,444 T3 = 3,800 0 1,260 0 14,850 0 |27,040(0
T3 = Sum “cell ranges squared”
Calculation plgorithm for any ITP cell range, with duplicates in cells cxx and dxx:
@IF[(cax-dxx)<0, (cxx-dxx)*—1, (cxx-dxx)]
Table D.4S — Cell standard deviations and variances
Cell std deviations Cell variances
Lab No. | Material 1 | Material 2 | Material 3 | Material 4 |-Lab No. [Material 1 | Material 2 | Material 3 | Materigl 4
1 0,778 0,212 0,354 1,344 1 0,605 0 0,0450 0,1250 1,805 (
2 0,000 0,354 0,354 0,707 2 0,000 0 0,1250 0,125 0 0,500 (
3 0,354 0,354 0,636 0,707 3 0,1250 0,1250 0,405 0 0,500 (
4 1,061 0,000 2,121 2,475 4 1,1250 0,000 0 4,500 0 6,125 (
5 0,141 0,000 0,141 0,778 5 0,020 0 0,000 0 0,020 0 0,605 (
6 0,071 0,354 0,071 1,344 6 0,005 0 0,1250 0,005 0 1,805 (
7 0,000 0,071 0,354 0,424 7 0,000 0 0,005 0 0,125 0 0,180 (
8 0,000 04354 0,707 0,000 8 0,000 0 0,125 0 0,500 0 0,000 ¢
9 0,141 0,283 1,273 1,414 9 0,020 0 0,080 0 1,620 0 2,000 (
eooed o459 [0265 0908 [1226  |Ta= 1,90000 |0,63000 |7,42500 |13,520[00
Pooled-varianee 8:2444 8;676-0 8:825-0 45022
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Table D.5 — Cell k-values — Original data

Lab No. Material 1 Material 2 Material 3 Material 4
1 1,69 0,80 0,39 1,10
2 0,00 1,34 0,39 0,58
3 0,77 1,34 0,70 0,58
4 2,31 0,00 2,34 2,02
5 0,31 0,00 0,16 0,63
9] 0715 1534 0708 110
7 0,00 0,27 0,39 0,35
8 0,00 1,34 0,78 0,00
9 0,31 1,07 1,40 1,15
Pooled S dev 0,459 0,265 0,908 1,226
k(crit) 5 % signif level at n = 2, indicated p:
p= 9 9 9 9
k(crit) = 1,90 1,90 1,90 1,90
Lab No. > k(crit) |4 none 4 4
Bold and italic = Significant values
k = s(i)/s,, where s(i) = indiv cell std dev; s, = poeled all-lab std dev
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Table D.6 — Mooney viscosity: Calculation for precision — Original data

ITP forn = 2 2 2 2
p= 9 9 9 9
Material 1 Material 2 Material 3 Material 4
T, = 471,300 637,500 869,250 679,700
T, = 24 691,150 45 159,925 84 031,473 51 560,680
Ty= 1,900 00 0,630 00 7,425 00 13,520 00
Calcn 1 (s)"2 = Tu4lp = 0,211 1 0,070 0 0,8250 1,502 2
(s1)"3 = {[pT2 — (T1)"2]lp(p — 1)} - [(s,)"2/2]
Calcn 2 (s)*2= 1,236 9 0,424 4 9,138 8 27,7771
(sr)"2 = (s)"2 + (s5,)"2
Calcn 3 (sp)*2 = 1,448 1 0,494 4 9,963 8 29,279 3
r=2,B [(s,)*2]"0,5 = Repeatability
Calcn 4 r= 1,287 0,741 2,543 3,432
R = 28 [(sg)*2]"0,5 = Reproducibility
Calcn 5 R= 3,37 1,97 8,84 15,15
Material 1 Material 2 Material 3 Material 4
Material averages 52,37 70,83 96,58 75,52
Stan1lard deviation, s, = 0,459 0,265 0,908 1,226
Stanglard deviation, s, = 1,203 Q703 3,157 5,411
Relative (r) 2,46 1,05 2,63 4,54
Relative (R) 6,43 2,78 9,15 20,06
Step 1: Outliers at-5'% significance level for materials 1 to 4
Material 1 Material 2 Material 3 Material 4
For h: Lab No. |9 1 9 9
For k. Lab No. |4 none 4 4
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Part A — AOT parameter replacement values (PRs)

1. AOT PRs for cell average outliers

Lab No. Material 1 Material 2 Material 3 Material 4
1 71,7 (0,30)

8 99,2 (1,00)

9 51,4 (0,20) 94,5 (1,80) 71,0 (2,00)
NOTE Cell mean replacement (cell averages) listed with individual cell range in parentheses.

2. | AOT PRs for cell range outliers

Lal No. Material 1 Material 2 Material 3 Material 4
1 0,80 (51,35)

4 0,85 (52,25) 1,20 (94,50) 2,20 (79,25
NOTE Cell PRs (cell ranges) listed with indiv cell avg in ( ).

Pait B — AOT (cell) data replacement values (DRs)

3. AOT DRs for cell average outliers

Lal No. Material 1 Material 2 Material 3 Material 4
1 71,6,72,0

8 98,7, 99,7

9 51,3, 51,56 93,6, 95,4 70,0, 72,0
4. AOT DRs for cell range outliers

Lal No. Material 1 Material 2 Material 3 Material 4
1 51,8, 51,0

4 51,8, 52,7 93,9, 95,1 74,2,76,4
NOTE Bold and italic = values.significant at 2 % level.
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Table D.8 — Comparison of outlier handling procedures

Part 1 Repeatability, » Pooled
Outlier procedure Material 1 Material 2 Material 3 Material 4 precision, r
Original database (no outliers deleted) | 1,29 0,74 2,54 3,43 2,26
Alternative 1ISO 5725-5 robust analysis | 0,78 0,742 2,18 3,22 2,02
AOT outlier replacement, option 2b 0,88 0,76 1,55 2,92 1,75
Outliers deleted, option 1b 0,92 0,76 1,03 2,46 1,46
Part 2 Reproducibility, R Pooled
Outlier progedure Material 1 Material 2 Material 3 Material 4 precision; R
Original datpbase (no outliers deleted) | 3,37 1,97 8,84 15,15 8,98
Alternative IISO 5725-5 robust analysis | 3,09 1,972 6,76 14,62 8,26
AOT outlier|replacement, option 2P 2,64 1,76 4,66 11,27 6,30
Outliers delg¢ted, option 1P 2,71 1,49 2,50 10,84 577
Analysis|not conducted for material 2.
b Final prgcision results.
Pooled (or mgan) precision across four materials calculated on basis of variance or std dev squared.
NOTE See Table D.7 for materials (and labs) with outliers.
Table D.9 — Relative reduction factors —\Precision parameters, » and R
Part 1 Reduction factor for-repeatability, Pooled
Outlier progedure Material 1 Material 2 Material 3 Material 4 f;ﬁﬁ'?;i?o
Original datgbase (no outliers deleted) | 1,0 1,0 1,0 1,0 1,0
Alternative IISO 5725-5 robust analysis | 0,60 a 0,86 0,94 0,89
AOT outlier|replacement, option 2P 068 1,03 0,61 0,85 0,78
Outliers delgted, option 1° 0,71 1,03 0,41 0,72 0,65
Part 2 Reduction factor for reproducibility, » Pooled
precision
Outlier progedure Material 1 Material 2 Material 3 Material 4 redn facto
Original datpbase (nooutliers deleted) | 1,0 1,0 1,0 1,0 1,0
Alternative IISO 5725:5 robust analysis | 0,92 a 0,76 0,97 0,92
AOT outlier|replacement, option 2P 0,78 0,89 0,53 0,74 0,70
Outliers deleted, option 1° 0,80 0,76 0,28 0,72 0,64

Analysis
b

not conducted for material 2.

Final precision results.

Reduction factor = (revised precision database/ orig precision database)

Pooled precision reduction factor calculated on pooled precision in Table D.8.

NOTE

See Table D.7 for materials (and labs) with outliers.
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Table D.10 — Level 1 and type 1 — Precision for Mooney viscosity
(Measured property = ML viscosity @ 100 °C, in Mooney units)

Within lab Between labs
Material Mean No. of labs 2
S r () SR R (R)
1 SBR1712 |50,7 0,328 0,920 1,81 0,967 2,71 5,35 7
2 IR (butyl) |68,7 0,270 0,757 1,10 0,532 1,49 2,17 8
3 NR 99,2 0,366 1,03 1,04 0,892 2,50 2,52 6
4 SBR-BMB [74.6 0.878 2,46 3,30 3.87 10.84 14.5 7
Pogled values P 0,321 0,90 1,31 0,80 2,23 3,34

Notption used:
s,- =|within-laboratory standard deviation (in measurement units)

r = fepeatability (in measurement units)
(r) F repeatability (in percent of mean level)
sg o between-laboratory standard deviation (for total between-laboratory variation in measurementunits)

R =[reproducibility (in measurement units)
(R) F reproducibility (in percent of mean level)
Number of labs in the revised database after option 1 outlier deletion.

Simple averages are listed for pooled values, omitting 4 (SBR-BMB).

Seq text of precision clause for discussion of precision results given in this tables

Table D.1-R1-OR — Mooney viscosity — AOT replacement values (in italics) for 5 % 011tliers

Lab No. Material 1 Material 2 Material 3 Material 41
Day 1 Day 2 Day 1 Day 2 Day 1 Day 2 Day 1 Day 2
1 50,8 51,9 71,6 72,0 98,0 97,5 70,3 72,2
2 53,0 53,0 70,0 70,5 95,5 96,0 67,0 68,0
3 52,4 519 70,1 70,6 96,7 97,6 70,6 71,6
4 51,8 52,7 70,0 70,0 93,9 95,1 74,2 76,4
5 52,3 52,1 70,5 70,5 98,2 98,4 74,0 75,1
6 54,4 54,3 71,5 71,0 97,0 97,1 78,4 80,3
7 52,8 52,8 71,5 71,4 96,9 97,4 69,8 70,4
8 53,0 53,0 71,0 70,5 102,0 101,0 74,0 74,0
9 51,3 51,5 71,0 70,6 93,9 95,1 66,0 68,0
Dayavg 52,42 52,58 70,80 70,79 96,90 97,24 71,59 72,8p
2-Day avg 52,50 70,79 97,07 72,24
gedt\év\;lab 1,06 0,84 0,67 0,59 2,47 1,82 3,92 4,02
Pooled betw-lab S dev 0,96 0,63 2,17 3,97
Significant replaced values at 5 % = Bold, italic.
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Table D.2-R1-OR — Cell averages and cell averages squared: AOT replacements for 5 % outliers

Cell averages

Cell averages squared

Lab No. | Material 1 | Material 2 | Material 3 | Material 4 | Lab No. | Material 1 | Material 2 | Material 3 | Material 4
1 51,35 71,80 97,75 71,25 1 2636,82 |5155224 (955506 |5076,56
2 53,00 70,25 95,75 67,50 2 2809,00 |493506 [9168,06 |4 556,25
3 52,15 70,35 97,15 71,10 3 2719,62 |4949,12 |9438,12 |5 055,21
4 52,25 70,00 94,50 75,30 4 2730,06 |4900,00 (8930,25 |5670,09
5 571;20 70,50 9830 7455 5 2 724,84 4970725 966289 555770
6 54,35 71,25 97,05 79,35 6 295392 |5076,56 ([9418,70 |6.296,4p
7 52,80 71,45 97,15 70,10 7 2787,84 |5105,10 |9438,12 _{4914,0(
8 53,00 70,75 101,50 74,00 8 2809,00 |500556 ([10302;25 "|5476,0p
9 51,40 70,80 94,50 67,00 9 264196 |5012,64 (8293025 |4489,0p
T = 472,500 637,150 873,650 650,150 I;= 24 813,070 |45 109,543\ 84 843,713 | 47 091,p48
Cell avg | 52,50 70,79 97,07 72,24
Varcell |opsas  |03578  [45707  [156417
avg
(S:;e(ljleavvg 0,023 0,598 2,138 3,955
NOTE Variance cell avg = s"2(Y,y).
[able D.3-R1-OR — Cell avg dev d- and /-values: AOT replacement for 5 % outliers
Cell deviations, d Cell r-values
Lab No. | Material 1 | Material 2 | Material 3 | Material 4 | Lab No. | Material 1 | Material 2 | Material 3 | Material 4
1 -1.15 1,01 0,68 -0,99 1 -1,25 1,68 0,32 -0,25
2 0,60 -0,54 -1,32 -4,74 2 0,54 -0,91 -0,62 -1,20
3 -9,35 -0,44 0,08 -1,14 3 -0,38 -0,74 0,04 -0,29
4 -9,25 -0,79 =257 3,06 4 -0,27 -1,33 -1,20 0,77
5 -9,30 -0,29 1,23 2,31 5 -0,32 -0,49 0,57 0,58
6 1,85 0,46 -0,02 7,11 6 2,00 0,76 -0,01 1,80
7 0,80 0,66 0,08 -2,14 7 0,32 1,10 0,04 -0,54
8 0,60 -0,04 4,43 1,76 8 0,54 -0,07 2,07 0,45
9 -1.10 0,01 -2,57 -5,24 9 -1,19 0,01 -1,20 -1,32
h(crit) 2 % signif level at indicated p:
All-lab 52,50 70,79 97,07 72,24 p= 9 9 9 9
cell avg
Secljleavvg 0,923 0,598 2,138 3,955 h(crit) 2,00 2,00 2,00 2,00
tahh(‘c':ict,). none none 8 none

h = dls(Y,y), where d = avg cell i — (avg all cells) and s(Y,,) = std dev of cell avgs.

Significant value = Bold and italic.
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Table D.4R-R1-OR — Cell ranges and cell ranges squared: AOT replacement for 5 % outliers

Cell ranges Cell ranges squared
Lab No. [Material 1 | Material 2 | Material 3 | Material 4| Lab No. [Material 1 | Material 2 | Material 3 | Material 4
1 1,100 0,400 0,500 1,900 1 1,210 0,160 0,250 3,610
2 0,000 0,500 0,500 1,000 2 0,000 0,250 0,250 1,000
3 0,500 0,500 0,900 1,000 3 0,250 0,250 0,810 1,000
4 0,900 0,000 1,200 2,200 4 0,810 0,000 1,440 4,840
5 0,200 0,000 0,200 1160 5 0,040 0,000 0,040 1,210
6 0,100 0,500 0,100 1,900 6 0,010 0,250 0,010 3,610
7 0,000 0,100 0,500 0,600 7 0,000 0,010 0,250 0,360
8 0,000 0,500 1,000 0,000 8 0,000 0,250 1,000 0,000
9 0,200 0,400 1,200 2,000 9 0,040 0,160 1,440 4,000
Range 0,333 0,322 0,678 1,300 T3 = 2,360 0 1,330 0 5,490 0 19,630 0
T3 = Sum “cell ranges squared”
Table D.4S-R1-OR — Cell standard deviations and variances: AOT replacement for 5 % qutliers
Cell std deviations Cell variances
Lab No. [Material 1 | Material 2 | Material 3 | Material 4 ('LLab No. [Material 1 | Material 2 | Material 3|| Material 4
1 0,778 0,283 0,354 1,344 1 0,605 0 0,080 0 0,1250 1,805 0
2 0,000 0,354 0,354 0,707 2 0,000 0 0,1250 0,1250 0,500 0
3 0,354 0,354 0,636 0,707 3 0,1250 0,1250 0,405 0 0,500 0
4 0,636 0,000 0,849 1,556 4 0,405 0 0,000 0 0,720 0 2,4200
5 0,141 0,000 0,141 0,778 5 0,020 0 0,000 0 0,020 0 0,605 0
6 0,071 0,354 0,071 1,344 6 0,005 0 0,1250 0,005 0 1,805 0
7 0,000 0,071 0,354 0,424 7 0,000 0 0,005 0 0,1250 0,180 0
8 0,000 0;354 0,707 0,000 8 0,000 0 0,1250 0,500 0 0,000 0
9 0,141 0,283 0,849 1,414 9 0,020 0 0,080 0 0,720 0 2,000 0
0,362 0,272 0,552 1,044 Ty = 1,18000 |(0,66500 |2,74500 (|9,81500
Pooled variance 0,131 1 0,073 9 0,3050 1,090 6
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Table D.5-R1-OR — k-values: AOT replacement for 5 % outliers

Lab No. Material 1 Material 2 Material 3 Material 4
1 2,15 1,04 0,64 1,29
2 0,00 1,30 0,64 0,68
3 0,98 1,30 1,15 0,68
4 1,76 0,00 1,54 1,49
5 0,39 0,00 0,26 0,74
9] ;20 1530 0713 129
7 0,00 0,26 0,64 0,41
8 0,00 1,30 1,28 0,00
9 0,39 1,04 1,54 1,35
Pooled S dev 0,362 0,272 0,552 1,044
k(crit) 2 % significance level at » = 2, indicated p:
p= 9 9 9 9
k(crit) = 2,09 2,09 2,09 2,09
Lab No. > k(crit) |1 none none none
Significant value = Bold and italic.
k = s(i)/s,, where s(i) = indiv cell std dev and s, = pooled all<ab std dev.
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