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ERRATUM

Page 1

In clausg 1, paragraph 2, line 2, replace ""tests’’ by ""test’’.

Page 4

In sub-clause 4.1, paragraph 3, line 3, replace '"weighed’’ by ""weighted’’.

Page 6

In sub-c{ause 4.3, paragraph 2, line 3, replace 1"’ by "1t".

Page 7
In sub-clause 5.1.2, formula (4), replace "SS," by ”S'S)‘1

In sub-clause 5.2, line 4, add "at” after “"out".

Page 17
S L

In claus¢ C.3, in the expressionfor "sz”, replace "’ Z “by "’ ",
i=1 i=1



https://standardsiso.com/api/?name=436bd1d5505bf7903ba15382e94bbea6



https://standardsiso.com/api/?name=436bd1d5505bf7903ba15382e94bbea6

CONTENTS Page
0 introduction .. ............ ... v 0] oai 1
1 Scope and field of application . . . . . . A © R 1
2 Definitions. . . ......... ... i b 1
3 Stages in planning of an inter-laboratory'test programme for the determi-
nation of the precision of atestmethod\ .=/, .. . ... .....|....... ... 2
3.1 Preparingadraftmethodoftest . &0, ... ........ ... . ......... 3
3.2 Planning a pilot programme-Wwith at least two laboratories . . ......... 3
3.3 Planning the inter-laboratory programme . ... ... ..... .......... 3
3.4 Executing the inter-laboratory programme ... . ... .. .. .. ........ 3
4 Inspection of inter-laboratory results for uniformity and for ogtliers. . . . . . . 3
40 Introductionl) .. ...... ... 3
4.1 Transformationofdata....... T 4
4.2 Testsforoutliers ... ...... ... vt neead i, 4
4.3\ _Rejection of complete data fromasample. . . ... ......].......... 6
5 Analysis of variance and calculation of precision estimates . . { . ...... ... 6
BO INrOdUCHION « « « v v v v e e oo e e e e e e e e e 6
5.1 Estimating missing or rejectedvalues . . ... ..........|.......... 6
5.2 Rejection test for outlx'/ing laboratories. . .. .......... ... ... ... 7
53 Analysisofvariance .. .......... ... . ..ol e 7
5.4 Expectation of mean square and calculation of precision estimates. . .. ... 9
‘55 Precisionclause of amethodoftest................[.......... 10

6 Significance of repeatability r and reproducibility R as discr:ssed in earlier

TIAUSES . . . . . . . - - .« .. e e 10
6.0 Introduction. . .. ... ... ... ... e 10
6.1 Repeatability 7. . . . . o oot i i i e e e e e e e e 10
6.2 Reproducibility RB. . . . . . . i e e e e e e e 1
7 Specifications. . . . . ... ... .. i i e e e e 12
7.1 Aimofspecifications. . . ... .. .. ... e 12
7.2 Construction of specifications. . . . .. .. ... .. 0 it i 12


https://standardsiso.com/api/?name=436bd1d5505bf7903ba15382e94bbea6

8 Quality control against specifications . ... ..................... .12
8.0 Introduction . ... . ... ... . e .12
8.1 Testing margin at the SUPPIEI'S. . . . . v v i r e e e et eee e ‘L .12
8.2 Testing margin atthe recipient’s . . . . ... ... . J .13
‘9 Acceptance and rejection rulesincase of dispute. . . .. ... .......... .13
Annexes
A Determination of number of samples required . . ... ... ........... .. 14
B Derivatiofi of formula for calculating the humber of samples required. . . . ‘. 15
C Notation BNA testS. . o . . v vttt it et ettt e ..16
D Example pof procedure for inspection of results of test for determination ‘of
bromine pumber. . . . . ... L e .. 19
E Types of ];ependence and corresponding transformations . . .. ........ . .22
F Univariatg regression analysis . . ... ...... ... i ennnn ..23
G Rules forfroundingoffresuits . . . .. ... ..., ..26
H Explanation of formulaein6.1.2and6.2.2............ ... ....... 27
Bibliography | . . .. .. . e e }. .27



https://standardsiso.com/api/?name=436bd1d5505bf7903ba15382e94bbea6

INTERNATIONAL STANDARD

1SO 4259-1979 (E)

Petroleum products — Determination and application of
precision data in relation to methods of test

0 INTRODUCTION

For pufposes of quality control and to check compliance
with sppcifications, the properties of commercial petroleum
products are assessed by standard laboratory test methods.
Two of more measurements of the same property of a
specific| sample by any given test method do not usually
give expctly the same result. It is therefore necessary to
take prpper account of this fact, by arriving at statistically
based ¢stimates of the precision for a method, i.e. an
objectiye measure of the degree of agreement to be
expected between two or more results obtained in specified
circumstances.

E AND FIELD OF APPLICATION

International Standard covers the calculation of
estimates and their application to specifications.

clause 2), the procedures to be adoptedtin the
of an inter-laboratory test programme to

relation both to precision of the'methods and to the limits
laid down in specifications (clauses 6 to 9).

It mus{ be emphasised that’ the procedures in this Inter-
nationa| Standard are-sdesigned to cover methods of tests
for petroleum produets only. The latter are, in general,
homogdneous products with which serious sampling
problenps do “not normally arise. [t would not be
appropiliate/ therefore, to consider the procedures to be
necessalily~ of wider application, for example to

usually wider than when the same/nhur
carried out by a single laboratory," an

* variation between means obtained by diff

These give rise to the between:iaboratory
that component of the ' overall
difference in the mean" values obtair
laboratories. (There-\is/ a correspondin
between-operator variance.)

hber of tests are
d there is some
brent laboratories.
variance which is

variance due to the

ed by different
g definition for

2.3 bias_{ The difference between the frue value (related

to the_method of test) (see 2.24) and the
2.8), where this is available.

to each sample but not to repeats. No o

known value (see

her identification

24 blind coding : The assignment of a}different number

or information on any sample is given to

he operator.

25 check sample : A sample taken at the place where the

product is exchanged, i.e. where the resq
product quality passes from the supplier t

2.6 degrees of freedom:
calculation of variance; one less than
independent results.

NOTE — The definition applies strictly only i
Complete definitions are beyond the scope (
Standard.

2.7 determination : The process of carr
of operations specified in the test method
value is obtained.

The divispr

onsibility for the
b the recipient.

used in the
the number of

h the simplest cases.
f this International

ying out the series
, whereby a single

heterog

2 DEFINITIONS

For the purposes of this International Standard, the follow-
ing definitions apply :

2.1 analysis of variance : A technique which enables the
total variance of a method to be broken down into its
component factors.

2.2 between-laboratory variance : When results obtained
by more than one laboratory are compared, the scatter is

2.8 known value : The actual quantitative value implied

by the preparation of the sample.

NOTE — The known value does not always exist, for example for

empirical tests such as flash point.

2.9 mean; arithmetic mean; average : F

or a given set of

results, the sum of the results divided by their number.

2.10 mean square : The sum of squares divided by the

degrees of freedom.
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2.11 normal distribution : The probability distribution of
a continuous random variable X such that, if x is any real
number, the probability density is

flx) =

1
o2

exp

_l<"—'ﬁ>2 )
2 o

—o x4 o0

NOTE — u is the true value and o is the standard deviation of the
normal distribution (¢ > 0).

2.12 operator

2.19 reproducibility :
a) Qualitatively

The closeness of agreement between individual results
obtained in the normal and correct operations of the
same method on identical test material but under diffe-
rent conditjons (different operators, different apparatus
and different laboratories). ‘

NOTE — The representative parameters of the dispersion of the
population which may be associated with the results are

qualified by | il d ple repro-

A person who normally and regularly

carries out a pafticular test,

2.13 outlier :

\ result far enough in magnitude from other

results to be considered not a part of the set.

2.14 precision
results obtained
several times o
conditions. The|

. The closeness of agreement between the

by applying the experimental procedure
h identical materials and under prescribed
smaller the random part of the experimen-

tal error, the mqre precise is the procedure.

2.15 random

brror : The chance variation encountered in

all test work defpite the closest control of variables.

2.16 recipient|:

receives or acce

Any individual or organization who
bts the product delivered by the supplier.

2.17 repeatability :

a) Qualitati

ely

The closenegs of agreement betweensuccessive results

obtained in
same method
conditions
laboratory, a
NOTE - The
population wi
qualified by t
standard devia
b) Quantita

The value

the normal and corréet-operation of the
on identical test material, under the same
same operator{ ‘same apparatus, same
hd short intervals-of time).

epresentative parameters of the dispersion of the
hich may—be associated with the results are
e term\“repeatability’’, for example repeatability
ion, repeatability variance.

ducibility standard deviation, reproducibility variance.|

b) Quantitatively

The value| equal to or below , Wwhich the| absolute
difference between two single test results on|identical
material obtained by operators|in“different labpratories,
using the standardized test fmethod, may be expected to
lie with a specified probability; in the absence of other
indication, the probability*level is 95 %.

2.20 resuit: |TheAfinal value obtained by following the
complete set of instructions in the test method; it may be
obtained from\a single determination of from sevdral deter-
minations depending on the instructions in the method. (It
is assumed that all the resuits are rounded off accprding to
the procedure specified in annex G.)

2:21 standarJl deviation : A measure of the dispefsion of a
series of results around their mean, equal to the positive
square root of the variance and estimated by the positive
square root of| the mean square.

222 sum of squares : The sum of squares of the d{fferences
between a series of results and their mean.

2.23 supplier : Any individual or organization responsible
for the quality of a product just before it is takep over by
the recipient. |

which the average of single results obtained by n laloratories
tends, as n tends towards infinity; consequently, such a true
value is associated with the particular method of tgst.

2.24 true varliue : For practical purposes, the valu¢ towards

NOTE — A diffFrent and idealized definition is given in|ISO 3534,

tively

equal to or below which the absolute

difference between two single test results obtained in the
above conditions may be expected to lie with a specified

probability;

in the absence of other indication, the

probability level is 95 %.

2.18 replication : The execution of a test method more
than once so as to improve precision and to obtain a closer
estimation of sampling error. Replication should be
distinguished from repetition in that the former implies
that experiments are carried out at one place and, as far as
possible, one period of time.

Statistics — Vocabulary and symbols.
!

2.25 variance : The mean of the squares of the deviation

of a random variable from its mean.

LABORATORY TEST PROGRAMME FOR THE
DETERMINATION OF THE PRECISION OF A TEST
METHOD

The stages in planning an inter-laboratory test programme
are as follows|:

3 STAGES 'ﬁ? PLANNING OF AN INTER-

a) Preparing a draft method of test.

b) 'Planning a pilot programme with two laboratories.
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¢) Planning the inter-laboratory programme.
d} Executing the inter-laboratory programme.

The four stages are described in turn.

3.1 Preparing a draft method of test

This shall contain all the necessary details for carrying out
the test and reporting the results. Any condition which
could alter the results shall be specified.

The clause on precision will be included at this stage only

1SO 4259-1979 (E)

3.4 Executing the inter-laboratory programme

One person shall be responsible for the entire programme,
from the distribution of the texts and samples, to the final
appraisal of the results. He shall be familiar with the
method, but shall not persorally take part in the tests.

The text of the method shall be distributed to all the labo-
ratories in time to raise any queries before the tests begin.
If any laboratory wants to practice the method in advance,
this shall be done with samples other than those used in the
programme.

as a hepding.

3.2 P‘tnning a pilot programme with at least two
laboratories

A pilof programme is necessary for the following reasons :
a) [to verify the details in the operation of the test;

b) fto find out how well operators can follow the
instfuctions of the method;

c) [to check the precautions regarding samples;

d) [to estimate roughly the precision of the test.

At least two samples are required, covering the range of
results [to which the test is intended to apply; however, at
least |12 laboratory/sample combinations should be
includgd. Each sample is tested twice by each laboratory
under] repeatability conditions. If any omissions .of
inaccunfacies in the draft method are revealed, they.-shall
now bg corrected. The results shall be analysed for bias’and
precisipn : if either is considered to be too, large, then
alteratilons to the method shall be considered;

3.3 Pllanning the inter-laboratory programme

There ghall be at least five participating laboratories, but it
is prefgrable to exceed this number.in order to reduce the
numbef of samples required.

The ngmber of samples ghall be sufficient to cover the
range ¢f the property fmeasured, and to give reliability to
the prgcision estimates~If any variation of precision with
level wlas observed. in the results of the pilot programme,
thenq(t7 least_five' samples shall be used in the inter-
laborafory programme. In any case, it is advisable to aim
for 30|degrees of freedom in both repeatability and repro-
ducibiljty./For repeatability, this means obtaining a total

The samples shall be accumulated,| subdivided and
distributed by the organizer, who shall"3lso keep a reserve
of each sample for emergencies.\tlis mest important that
the individual laboratory portiens be hgmogeneous. They
shall be blind-coded before. distribution,|and the following
instructions shall be sent with' them :

a) the agreed draft method of test;

b) the handling”and storing requirements for the
samples;

c) therorder in which the samples gre to be tested (a
diffefent’'random order for each laborgtory);

d)\the statement that two results dre to be obtained
consecutively on each sample by the §ame operator with
the same apparatus;

e} the period of time during which pll the samples are
to be tested;

f) a form for reporting the results.| For each sample,
there shall be space for the date of testing, the two

results, and any unusual occurren
accuracy for reporting the results shall

g) a statement that the test shall be
normal conditions, using operators wit

ces. The unit of
be specified;

carried out under
h good experience

but not exceptional knowledge; and that the duration of

the test shall be the same as normal.

NOTE — The pilot programme operators

inter-laboratory programme. If their extra
a few more samples produces a noticeable

as a warning that the method is not satisfad
identified in the report of the results so th
noted.

may take part in the
lexperience in testing
pffect, it should serve
tory. They should be
t any effect may be

INSPECTION OF INTER-LABORATORY RESULTS

FOR UNIFORMITY AND FOR OQUTLIERS

of 30 pairs of results in the programme. For reproducibility,
table 11 (annex A) gives the number of samples required in
terms of L, P and Q, where L is the number of participating
laboratories and P and Q are the ratios of variance
component estimates obtained from the pilot programme.
Specifically, P is the ratio of the interaction component to
the repeats component, and Q is the ratio of the laboratories
component to the repeats component. Annex B gives the
derivation of the formula used. If Q is much larger than P,
then 30 degrees of freedom cannot be achieved; the blank
entries in table 11 correspond to this situation or the
approach of it (i.e. when more than 20 samples are
required). For these cases, there is likely to be a significant
bias between laboratories.

4.0 Introduction
This clause specifies procedures for examining the results
reported in a
programme (see clause 3) to establish

statistically designed

a) the independence of precision,
b) the level of the results,

inter-laboratory

c} the uniformity of precision from laboratory to

laboratory,

and to detect the presence of outliers. The procedures are
described in mathematical terms based on the notation of
annex C and illustrated with reference to the example of
calculation of the bromine number set out in annex D.


https://standardsiso.com/api/?name=436bd1d5505bf7903ba15382e94bbea6

1SO 4259-1979 (E)

Throughout this clause (and clause 5), the procedures to be
used are first specified and then iilustrated by a worked
example using data given in annex D.

It is assumed throughout this clause that all the results are
either from a single normal distribution or capable of being
transformed into such a distribution (see 4.1). Other cases
{which are rare} would require different treatment which is
beyond the scope of this International Standard.

4.1 Transformation of data

After selecting

dence of O on

a transformation on the basis of the depen-
m, it shall be verified that the same trans-

formation is also relevant for the repeats standard deviation d
(see annex C, clause C.3). If it is not, then either a separate

transformation

will be necessary or the results will not need

transforming for the calculation of repeatability.

4.1.1 Worked example

Table 1 lists the values of m, D, and d for the eight samples

in the example

given in annex D.

In many test m
of the test resu

ethods the precision depends on the level
t, and thus the variability of the reported

results is differdnt from samplie to sample. The method of

analysis outline
that this shoul

in this International Standard requires
not be so and the position is rectified, if

Inspection of qhe figures in table 1 shows than-bqth D and
d increase with m, the rate of increase diminishfing as m

. \ .
increases. A plot of these figures on log:log) pa

graph of log

r {i.e. a

and log d against log-m} shows| that the

points may reasonably be considergd-as lying about two

necessary, by a fransformation.

The laboratorigs standard deviations Dj-, (see annex C,

straight lines {
these lines are
in mind the e

see the figure in annex’F). The gradients of
0,64 and 0,58 respectively and thus, bearing
rrors in these@stimated gradients, they may

clause C.3) are
means m;. If th
lying about a |
formation is ne
about a curve o

will be necessary.

The relationshi
technique of uni
an iteratively W
most cases an

calculated and plotted against the sample
e points so plotted may be considered as
ne parallel to the m-axis, then no trans-
tessary. If, however, the plotted points lie
f the form D = f{m), then a transformation

p D= Ffm) is best established by the
variate regression analysis (strictly speaking,
eighed regression should be used, but in
inweighted regression gives a satisfactory

for convenience be considéred as parallel
gradient 2/3.

Hence, the same fransformation is appropriate
repeatability and/ reproducibility, and is given
formula

fX‘2/3 dX = 3X1/3

Since, the conJ
formation thus reduces to that of taking the cy

limes with

both for
by the

.(3)

stant multiplier may be ignored, the trans-

be roots

approximation).

An outline of the calculation necessary is given in annex F,
but it is a sthndard programme for most computers.
Normally, a 5 ¥ significance level will be used tg test
whether a regrespion coefficient differs from zero.

If it has been shown that there is a significaptly. hon-zero
regression coefficient giving a dependence” of the form
D = f(m), then|the appropriate transformation y = Fi(x),
where x is the rgported result, is given by, the formula

F(x)=kff

where k is constant.

. (2)

The particular cpses likely to be encountered, together with
the required [transformations, are listed in table 20

ofithe reported results (bromine numbers). This yields
the transformed data shown in table 16 (anngx D}, in
which the cube roots are quoted correct to thre¢ decimal
places.

4.2 Tests for outliers

After application of the appropriate transformftion (or
transformations) to the reported data, or if it [has been
decided that this is not necessary, the transformed results
shall be inspected for outliers. These are the valyes which
are so differént from the remainder that it carl only be
concluded that they have arisen from some faylt in the
application of the method or from testing a wrong sample.
Many possible tests may be used and the associated signifi-
cance levels l/aried, but those that are specifidd in the
following sub-clauses have been found to be appropriate
in this Internaltional Standard.

{annex E). A ion of log D. on log ml will show
any dependence of the form D =AmB.

The choice of transformation is difficult to make the
subject of formalized rules and qualified statistical assistance
may be required in particular cases.

4.2.1 Uniformity of repeatability

The first outlier test is concerned with detecting a
discordant result in a pair of repeat results. This test!1]
involves calculating the e,?/- over all the laboratory/sample

TABLE 1
Sample number 3 8 1 4 5 6 2 7
m 0,756 1,22 2,15 3,64 10,9 48,2 65,4 114
D 0,067 0,159 0,729 0,211 0,291 1,50 2,22 2,93
d 0,0500 | 0,0572 | 0,127 0,115 | 0,0943| 0527 0817 0,935
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combinations. Cochran’s criterion at the 1% level is then
used to test the ratio of the largest of these values over
their sum (see annex C, clause C.4). If its value exceeds the
value given in table 17 (annex D), corresponding to the
1 % probability level, k being the number of pairs available
for comparison, then the member of the pair farthest from
the sample mean shall be rejected and the process repeated,
reducing k by 1, until no more rejections are called for.
In certain cases, this test “‘snowballs’’ and leads to an un-
acceptably large proportion of rejections, (say more than
10 %). If this is so, this rejection test shall be abandoned
and so i red:
arbitrafy decision based on judgement will be necessary
in this case. :

4.2.2 \Worked example

In the |case of the example given in annex D, the difference
betwedn transformed repeat results, i.e. of the pairs of
numbsers in table 16, in units of the third decimal place,
are shgwn in table 2, :

TABLE 2
Sample

Lavorgtory | v | 2 |3 |a |5 |6 |7 |8
A 42 | 21 7 |13 7 (10} 8 0
B 23 |12 | 12 0 7 9 7 0
c 0 6 0 0 7 8 4 0
D 14 6 0|13 0 8 9 | 32
E 65 4 0 o | 14 5 7 | 28
F 23 |20 | 34 {29 {20 | 30 | a3 0
G 62 4 78 0 o |18 |18 |56
Hl - 44 [ 20 {29 |44 | o | 27 4| 32
J 0 |59 0 | 40 0 | 30-\|\2%6 0

The lafgest range is 0,078 for laboratory G on sample 3.
The sum of squares of ali the ranges is

0,042 + 0,021%2 + ... + 0,0262°+'0% = 0,043 9

Thus, fhe ratio to be compared with the Cochran's criterion
is

0,0(82
—1—=10,138
0,043 9

There pre 72-ranges and, as from table 17 (annex D), the
criterign for76 ranges is 0,180 9, this ratio is not significant.

I1SO 4259-1979 (E)

range of Dixon r tests! 2] s appropriate. This involves form-
ing for each sample, and finally for the laboratory totals
(see 5.2}, ratios of various differences between the pair
sums a;; (see annex C, clause C.5).

The appropriate ratio shall be compared with the critical
1 % values given in table 18 (annex D), with the value of n
determined by the number of laboratories concerned. If
significant value is encountered for individual samples, the
corresponding extreme values shall be omitted and the
process repeated. If any extreme values are found in the
om this laboratory
shall be rejected.

4231 WORKED EXAMPIE

The application of~Dixon’s test to sampple 1 is shown in
detail below. (See hote.)

The first step, is~to place the pair sums for each laboratory
which tested“sample 1 in ascending order of magnitude, as
shown in‘table 3.

Theappropriate Dixon ratio for nine labgratories is riq-

kor testing the highest value,

3,188 2,562

. = 21807 2,000

13,188 - 2,409
= 0,804

This value is greater than the tabulated| value and so the
results from laboratory D on this sample gre rejected.

As there has been a rejection, the procedure is repeated for
high values without the results for laborafory D being taken
into account. This gives

. — 2562 2,540
T 2,562 -2,409
=0,144

Comparison of this value with the corrgsponding value in
table 18 (annex D), for eight laboratorigs shows that it is
not significant and so there are no further outliers.

For testing the lowest value,

4.2.3 Uniformity of reproducibility

The remaining outlier tests are concerned with establishing
uniformity in the reproducibility estimate, and are designed
to detect either a discordant pair of results from a laboratory
on a particular sample or a discordant set of results from a
laboratory on all samples. For both purposes, one of the

.- 2,409 — 2,409
" 2,562 -2,409
=0

This value is compared with the corresponding value in
table 18 (annex D), namely 0,677.

TABLE 3
Laboratory B F C H E A G J D
Pair sum 2,409 | 2,409 {2,432 | 2,476 | 2,497 | 2,520 | 2,540 | 2,562 | 3,188
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As the calculated value is less than the one in table 18, others, which are close together lying between 3,85 and
there are no outliers at the low end. 5,10, and so should be rejected. It is noted that the size
of the repeats standard deviation in this sample also tends

This procedure is repeated for each sample. In this example to confirm it as an outlier.

there were no further significant ratios, and so the only
rejections made were those for sample 1 obtained by
laboratory D.

NOTE — If the two lowest values or the two highest values are

equal, there can be no corresponding outlier. 5 ANALYSIS OF VARIANCE AND CALCULATION

OF PRECISION ESTIMATES
4.3 Rejection of complete data from a sample

The laboratories| standard deviation and repeats standard 5.0 Introduction

deviation shall be examined for any outlying samples. If a After the data have been inspected for unifermity] a trans-

transformation has been carried out or any rejection made, formation has been performed if necessary, and any| outliers

new standard deyiations shall be calculated. have been rejected (see clause 4), an analysis shall b¢ carried

If the standard| deviation for any sample is excessively out. First the missing values shall be' éstimated by the least

large, it shall bg examined with a view to rejecting the squares method, then an analysis of variange table

results from thaf sample. If is not possible to give an exact constructed, and finally the precision estimates deriyed.

criterion for defining ‘“‘excessively large” in this context,

but it is felt that this action should be taken only in 5.1 Estimating missing orvejected values

extreme cases?’,

NOTE — At this gtage it is desirable to check that the rejections 5.1.1 One of the two/repeat values missing or rejected

carried out have| not invalidated the transformation used. If

necessary, the procedure from 4.1 should be repeated with the If one of a pair of repeats (Vii1 or Vi/’2) is missing or

outliers deleted. rejected, this shall be considered to have the same|value as
the other &epeat in accordance with the least| squares

4.3.1 Worked example method.

The laboratories stan.darc.i deviations of.the transformed 5:9.2 Both repeat values missing or rejected
results, after the rejection of the pair of results by

laboratory D on'Eamp}e 1, are given in table 4 in ascending If both the repeat values are missing, estimates of a;
order of sample fean. (=yjj1 t Vijp) shall be made by forming the laboratories X
samples interaction sum of squares, including the| missing
values of the totals of the laboratories/samples [pairs of

results as unknown variables. Any laboratory froin which

Inspections shows that there is no outlying sample amongst
these. It will lbe noted that the laboratories standard
deviations are now independent of the sample\'means,
which was the purpose of transforming the results. It was
not considered | necessary in this case to’ repeat the
calculations with| the outlier deleted.

all the results were rejected by Dixon’s test shall be ignored
and the new value of L used. The estimates of thg missing
or rejected values shall then be found by forming the partial
derivatives of this sum of squares with respect [to each
The figures in fable 5, taken fromr.a.test programme on variable in turn and equating these to zero to solve as a set
bromine numbefs over 100, will illustrate the case of a of simultaneous equations.
sample rejection

Formula (4} may be used where only one pair sum has to

It is clear, by ihspection{ that the laboratories standard be estimated. If more estimates are to be made,|see, for
deviation of sample 93wat"15,26 is far greater than the instance, reference [5] for details.
TARIE 4
Sample number 3 8 1 4 5 6 2 7
Sampie mean 09101 1,066 1,240 1,638 2,217 3,639 4,028 4851

Laboratories standard deviation 0,027 8 0,047 4 0,035 7 0,029 7 0,0196 0,037 8 0,044 8 0,041 6

TABLES
Sample number 90 89 93 92 91 94 95 96
Sample mean 96,1 99,8 1193 12564 126,0 139,1 139,4 1595
Laboratories standard deviation 5,10 4,20 15,26 440 4,09 487 4,74 3,85
Repeats standard deviation 1,13 0,99 2,97 0,91 0,73 1,32 1,12 1,36

1)} A test which may prove to be appropriate, but of which no experience is available in this context, is that which involves the ratio of the
maximum to the minimum of a set of variances (at the 1 % level), as described in Biometrika tables for statisticians, volume 1, table 31.

6
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If the value of one pair sum aji has to be estimated, the Table 7 summarizes the calculated Dixon ratios.
estimate is given by the formula
TABLE 7
1 -
ajj=—————(LL, +55,~T,) ... (4) Ratio 1
Tow-ns-n oo [ Low 0,282

where High 0,095

S' =S — number of samples rejected in 4.3 Comparison with the value tabulated in table 18 (annex D)

shows that neither of these ratios is significant and therefore

i | of ini airs i f r ; L
L4 s the total of remaining pairs in the /th labo at‘?ry' no complete laboratory rejections are necessary.

S, _is the total of remaining pairs in the jth sample:

T4 | is the total of all pairs except a;;.

5.3 Analysis of variance

5.3.1 Forming the sums of squares for [the laboratories X

5.1.2.1 WORKED EXAMPLE samples interaction sum of squares
The two results from laboratory D onsample 1 were rejected The estimated values, ifany, shall be pyt in the array and
(see 4.P) and thus a4 ; has to be estimated. an approximate analysis,of variance perfqrmed.
Totpl of remaining resuits in laboratory 4 = 36,354 Mean correction
Total of remaining results in sample 1= 19,845 M= T2/2L'S ... (5)
Tothl of all the results except a, , = 348,358 where L' )= L — number of laboratorie} rejected in 5.2,
AlsoS|=8and L =9. Samples sum of squares
Hence the estimate of a, , is given by s ]
1 =Y e |-m ... (6)
a,; T ———— [(9x36,3564) + (8 x 19,845) —348,358] o !
1 o-1n-1 j= a
Therefpre Laboratories sum of squares
137,588 ) .
a; T e = 2,457 L
= ) wzres) | -m (7
i=1
_

Pairs sum of squares

s
Za,?/. -M ...{8)
1 =1

I = the laboratories x samples interact{on sum of squares

5.2 R[jection test for outlying laboratories

At this stage, one further réjection test remains to be

carried| out. This determines)whether it is necessary 1o
reject |the complete setCof" results from any particular =1/2
laboragory. It could not)be carried out an earlier stage,

Ineld

I

= (pairs sum of squares) — (laboratorids sum of squares) —
(sample sum of squares)

remaining missing values (see 5.1). Ignoring any pairs in which there are estimated values,

E = repeats sum of squares
5.2.1 Worked example

L' S’
The procedure on the laboratory totals shown in table 6 =1/2 Z Z 9,2,- ... (9)
below foliows exactly that specified in 4.2.3. . P10

TABLE 6
Laboratory G (o4 H ‘D A B E F J
Total 38,660 | 38,777 | 38,840 38,811* 38,992 39,020 39,099 39,329 39,387

* Including estimated value.
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The purpose of performing this approximate analysis of
variance is to obtain the minimized laboratories x samples
interaction sum of squares, I. This is then used as indicated
in 5.3.1.1, to obtain the laboratories sum of squares.

If there were no estimated values, the above analysis of
variance is exact and the following sub-clause should be
disregarded.

5.3.1.1 WORKED EXAMPLE

Mean correctign

Uncorrected pairs sum of squares

L' S’
= 2
1/2 Z Z az
P=1j=1
where S; =2 (L' ~ number of missing pairs in that
sample).

L1

The laboratories sum of squares is equal to (pairs sum of
squares) — (samples sum of squares) — (the minimized
laboratories x samples interaction sum of squares}.

_ 350,8153
144

= 854,660 b
Samples sum df squares

22,3022 72,5122 + ... + 19,1922

— 854,660 5
18
= 293,540 P
Laboratories séim of squares
22 |t 2 + ...+ 39,3872
- 38,99 39,020 39,3872 854,660 5

16
= 0,0356
Pairs sum of squares
=1/2 {2,52p2 + 8,0412 + ... + 2,2382) — 854,660 5
= 293,690 B
Repeats sum off squares
= 1/2(0,0422 + 0,0212 + ... + 02?)
=0,0219

Table 8 can then pe derived.

L' S s gjz
2| Y Y a2 |- ,Z"sj = .. (12)
J=1

i=1=1

5.3.2.1 WORKED EXAMPLE
Uncorrected samples sum‘of.squares

19,8452 + 72,6122 + ... + 19,1922
16 18 18

1145,1834

1t

Uncorrected pairs sum of squares

25207 80412 22382

2

-+

=1145,3329

Therefore, laboratories sum of squares
=1145,3329-1145,1834-0,114 3
= 0,035 2

5.3.3 Degrees of freedom

The degrees of freedom for the laboratories are (L' -t 1). The

reduced
rees. of

5.3.2 Forming the sum of squares for the exact analysis of
variance

In this sub-clause, all the estimated pairs are disregarded
and new values of g are calculated. The following sums of
squares for the exact analysis of variancel3! are formed.

Uncorrected sampie sum of squares

S 2
zzi’i_
S.
i=1"

... (10)

TABLE 8 degrees of freedom for laboratories X samples interaction
1 '

Source of vdriation Sum of squares are (L' —1) (S —1) ‘for a corppletg array and arng
Samples 293,540 9 by one for each pair Whl(:hlls estimated. The d
Laboratories 0.035 6 freedon’) for repeats are (L'S) and are redu'ced by| one for
Laboratories X sarhples 01143 each pair in which one or both values are estimated
Pairs 293,690 8
Repeats 0,021 9 5.3.3.1 WORKED EXAMPLE

There are eight samples and nine laboratories in this
example. As no complete laboratories or samples were
rejected, then S’ =8and L' = 9.

Laboratories degrees of freedom =L —1=8

Laboratories x;samples interaction degrees of freedom, if
there has been no estimates, would have been (9—1)
(8 — 1) = 56. But one pair was estimated, hence labora-
tories X samples interaction degrees of freedom = 55,
Repeats degrees of freedom would have been 72 if there
had been no estimates. In this case one pair was estimated,
hence repeats degrees of freedom = 71,
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5.3.4 Mean squares and analysis of variance

The mean square in each case is the sum of squares divided
by the degrees of freedom. This leads to the analysis of

variance shown in table 9.

I1SO 4259-1979 (E)

2

Laboratories x samples : 03 + 7 02

Repeats : 03

where

(L'-1

the /th laboratory

ltal results minus

faining a result.

mated result, then

L’ S
TABLE 9 1 1
=X L)(a
Source of Degrees of Sum of Mean Al J N, N
variation freedom squares square = 7=
Laboratories L'-1 Laboratories sum| M L’
of square: 1
, , auares p=(~v-— Y a2 /(L"”
Laborgt {' HS—14 F s \ Af—d—— //
X samples — number of r=1
estimated pairs L s’
Repeats L'S' — number E M, _ o1
of pairs in which YELN ——IV Z Z ’7,-2j (K=1)
one or both i=1j=1
values are
‘ estimated where
n;; is the number of results from
53.4.1 WORKED EXAMPLE on the jth-sample, if tested;
The anjlysis of variance is shown in table 10. N; jsthe number of results in ith Ipboratory;
TABLE 10 N'Cis the total number of act
Soulce of Degress of Sum of Mean number of rejected results;
i f (] .
Yariation reedom saare Sanar K is the number of L x S cells con
L.aboratories 8 0,035 2 0,004 400
Laborgtories 55 0,114 3 0,002 078 If there are no cells with only a single est
X samples
Repeals 71 0,0219 0,000 308 a=7y=2

5.4 Expectation of mean square and calculation of
precisign estimates

54.1
values

For a
tations

Labora
Labora
Repeat]
where

2
04

Fxpectation of mean square With no estimated

omplete array with"no estimated values, the expec-
of mean squares,are

ories : 02,4202 + 28 ¢2
0 1 2
: .2 2
ories X'samples : 0g + 2073

L. . o2
).UO

NOTE — This sub-clause is based upon the agsumptions that both

samples and laboratories are random effects’.

54.2.1 WORKED EXAMPLE

For the example, which has eight sampidg
tories.

[ (8x162 + 142)

142 - =22 7 70 g
142

—

s, and nine labora-

= 15,78

is the component of variance due to interaction

between laboratories and samples;

2
03

is the component of variance due to differences

between laboratories.

5.4.2 Expectation of mean square with estimated values

The co
square
values.

efficients of 07 and 02 in the expression for mean
are altered in the cases where there are estimated
The expectations of mean sguares then become

Laboratories : 03 +a 02 + f 63

_ 142_(71 x22) 70
Y 142

=2

5.4.3 Calculation of precision estimates

54.3.1 REPEATABILITY

The repeatabitity variance is twice the

mean square for

repeats. The repeatability estimate is the product of the
repeatability standard deviation and the ‘‘t-value’’ with
appropriate degrees of freedom [see table 19 (annex D].

9
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This calculated estimate shall be rounded down to the
nearest unit used in quoting the results, as a consequence
of the definition of repeatability.

5.4.3.1.1 Worked example

Repeatability variance

5.4.3.2.1 Worked example

Reproducibility variance

2 13,78
= 04 401H{~22 » 0,002 078) + 0,000 308
<1 578 00 (>+<1 5,78 " )

= 0,000 558 + 0,001 815 + 0,000 308

=202 = 0,002 681
=0,000 616 v=7188/(39 + 60 + 1)
Repeatability[of y —.7 188
100

= t,, /0§00 616
=0,0495
Repeatability|of x
=3x2/3 40,0495
=0,148 x{/3

5.4.3.2 ReEPRODUCIBILITY

Reproducibility [variance =2 (02 + 02 + 03) and can be
calculated using formula {(13).

Reproducibilifty variance

2 2 2 |
=EM,_ +—7—5 B~al M g +;E(a—6—7+7/3)Mr . (13)

where the symbols are as set out in 5.3.4 and 5.4.2.

The reproducibility estimate is the product of the repro-
ducibility standard deviation and the ‘‘t-value’” \with
appropriate degrees of freedom [see table 19 (annex D)}].

An approximatign to the degrees of freedom of'the repro-

ducibility varian

p = (Reproducibility variance)?

e is given by formula (14).

... (14)
r2 P2 g2
L4243
L= Vs Ve

where

ri. ro and r4 are thethree successive terms in formula
(13); :

v, g Iis the degrees of freedom forlaboratories X samples:

= 72 (correct to nearest integer)
Reproducibility of y

= t,,/0,002 681

=0,103 4
Reproducibility of x

=0,310x2/3

5.5 Precision clause of a method of test

When theprecision of a method of test has beg¢n deter-
mined, ‘according to the procedures set out in this Inter-
natiohal Standard, it shall be included in the method as
follows :

"Range or sample

description Reprodugibility

Repeatability

These precision values have been obtained using the
procedures set out in 1SO 4259."”

6 SIGNIFICANCE OF REPEATABILITY r AND
REPRODUCIBILITY R AS DISCUSSED IN EARYIER
CLAUSES

6.0 Introduction

The value of these quantities is estimated from analysis
of variance {two-factor with replication) performed on the
results obtained in a statistically designed inter-l%boratory
programme_in which different laboratories each test a range

v, is the degrees of freedom for repeats.

This calculated estimate shall also be rounded down to the
nearest unit used in guoting the results, as a consequence
of the definition of reproducibility.

Note that if a transformation y = f(x) has been used, then

d
Rix) ~ | =X R{y) ... (15)
dy

where R(x), Rly) are the corresponding reproducibility
functions. A similar relationship applies to the repeatability
functions rix}, rly).

10

of samples. Repeatability and reproducibility values should
be included in each published test method, and it is noted
that the latter is usually greater than the former, if derived
in accordance with this International Standard.

»6.1 Repeatability

Most {aboratories do not carry out more than one test on
each sample for routine quality control purposes, except in
abnormal circumstances, such as in cases of dispute or if the
test operator wishes to confirm that his technique is satis-
factory. In these abnormal circumstances, when multiple
results are obtained, it is useful to check the consistency of
repeat results against the repeatability of the method and
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the appropriate procedure is outlined in 6.1.1. It is also
useful to know what degree of confidence can be placed in
the average results, and the method of determining this is
given in 6.1.2,

6.1.1 Acceptability of results

When only two results are obtained under repeatability
conditions and their difference is less than or equal tor,
the test operator may consider his work as being under
control and may take the average of the two results as the

I1SO 4259-1979 (E)

However, since r for most test methods is much smailer
than R, little improvement in the precision of the average
is obtained by carrying out multiple testing under repeat-
ability conditions.

NOTE — {f the reproducibility R of a test method has been found
considerably greater than twice the repeatability r, the reasons for
the large value of the ratio R/r should be analysed and the method,
if possible, should be improved.

6.2 Reproducibility A

estimated value of the property beina tested

If the [two results differ by more than r, both shall be
considdred as suspect and at least three more results
obtaingd. The difference between the most divergent result
and thg average of the remainder (including the first two)
shall then be calculated and this difference compared with
the repeatability of the method. If the difference is less
than or equal to r, all the results shall be accepted.

and cofresponds to a slightly lower confidence level than

This e[»pirical rule is adopted for the sake of simplicity
the 95 P6 associated with two results {see 2.17).

If the| difference exceeds the repeatability, the most
divergent result shall be rejected and the procedure
specifigd in this sub-clause repeated until an acceptable set
of resu|ts is obtained. The average of the acceptabie results
shall taken as the estimated value of the property.
Howevgr, if two or more results from a total of not moré
than 2D have been rejected, the operating procedure and
the apparatus shall be checked and a new series of tests
made, if possible.

6.1.2 Lonfidence limits

When § single test operator, who is working within the
precisign limits of the method, obtains)a series of n results
under fepeatability conditions, giving an average x,,, it can
be assymed with 95 % confidefice that the true value u of
the characteristic lies within.th€)following limits :

u=%, L |/ R2%¢ (1 —1—> r2 (double limit situation)
2 n, (16)

Similarly, for.the single limit situation, when only one
upper or_lower limit is fixed, it can be assumed with 95 %
confidgnce’ that the true value u of the characteristic is

»

L.
\* 1Y

The procedure specified in this subcla]se is intended for

judging the acceptability, with respect to the reproducibility
of the test method, of results)obtained|by different labo-
ratories in normal day-to-day)operationg and transactions.
In cases of dispute betwéen-a supplier apd a recipient, the
procedure specified in'clause 7 shall be adopted.

When single results-are obtained in twe laboratories and
their difference-is less than or equal to [R, the two results
shall be considered as acceptable and their average, rather
than either) one separately, shall be g¢onsidered as the
estimated value of the tested property.

If ‘the’ two results differ by more tharl R, both shall be
cdonsidered as suspect. Each laboratory|shall then obtain
at least three other acceptable results {(seg6.1.1).

In this case, the difference between the average of all
acceptable results of each laboratory shall be judged for
conformity using a new value R’, instepd of R, given by
formula (19).

R = R2 — 1_._1_..__.1_ r2
2k, 2k,

where

... {19)

R is the reproducibility of the method;
r is the repeatability of the method;
k. is the number of results of the firgt laboratory;

k, is the number of results of the secpnd laboratory.

If circumstances arise in which more thdn two laboratories
supply single results, the difference hetween the most
divergent ;esull_and_v.he_mzang_‘.hjemainder shall be

limited as foliows :

H=X, +9\’/8-§ ‘/ R2 - <1-,17> r2 (upper limit) . .. (17}

ot
- 084 1 -
#=Xn‘\—/'—" R2 - <1——> r2 (lower limit) ... (18)
2 n

NOTE — See annex H for an account of the statistical reasoning
underlying these formulae.

compared with the reproducibility of the method. If this
difference is equal to, or less than, the reproducibility, all
the results shall be regarded as acceptable and their average
taken as the estimated value of the property.

If, however, the difference is greater than the repro-
ducibility, the most divergent result shall be rejected and
the procedure specified in this sub-clause repeated until an
acceptable set of results is obtained. Then the average of
these results shall be taken as the estimated value of the
property. However, if two or more results from a total of
not more than 20 have been rejected, the operating
procedure and the apparatus shall be checked and a new
series of tests made if possible.

11
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6.2.2 Confidence limits

When k laboratories obtain single results under repro-
ducibility conditions, giving an average X,, it may be
assumed with 95 % confidence that the true value u of the
characteristic lies within the following limits :

p=X, t Rk (double limit situation) ... (20

Similarly for the single limit situation, when only one
upper or lower limit is fixed, it may be assumed with 95 %

converts it into a double limit situation. This is ilustrated
by the examples above in which the additional implied
limits are 0 %,.0 g/, and 100 % respectively. In'cases of a
true single limit situation, for example flash point not less
than 60 °C, the following considerations do not apply.

The value chosen for a specification limit shall take into
account the reproducibility of the test method adopted,
as follows : o

For a double limit (A, and A,), the specified rénge,
(stated or implied) shall be not less .than four times

confidence that[the true value i of the characteristic Is
limited as foliows :

— 0,84 R
= X, +—== (upper limit) (21
and
— 4
=X _Q_§_=R (lower limit) ... (22)

M= Ay 7
2k
NOTE — See annelx H for an account of the statistical reasoning

underlying these formuiae.

These formulae |also allow a given laboratory (k= 1) to

determine the ¢
single result by ¢

7 SPECIFICAT

7.1 Aim of spec

pnfidence level that can be assigned to a
bmparison with the true value u.

ONS

fications

The purpose of

specification should be to fix a limit\or

limits to the true value of the property considered.in

practice, howev

, this true value can never be established

the reproducibility A, 1.e. A, ~A, 24 A,

For a single limit (4, or A,), the specified, limi{ shall be
not less than twice the reproducibility A, te. A, =2 R
orA, =22R.

The requirements of this International Standard apply to
specifications drawn up in accordance with these prjinciples.

NOTE — In cases where, for practical reasons, the value of Ay — A4
is less than 4 R, the results obtained will be of doubtful significance
in determining whether ,a ‘sample does or does not satisfy the
requirements of the specification2). In such cases, one dr both af
the following courses.should be adopted :

a) The specification limits should be examined to se¢ whether
they can be widened to fit in with the precision of the test
method.

b) The“fest method should be examined to see whether the
precision can be improved, or an alternative method adopted
with an improved precision, to fit in with the desireq specific-
ation limits.

8 QUALITY CONTROL AGAINST SPECIFICATIONS
exactly. The property is measured in the laboratory by '
applying a standard test method, the resultsjof-which may

show some scattering as defined by the repeatability and 8.0
reproducibility l{mits. There is therefore'some uncertainty

Introduction

This clause provides general information to allow the

as to the true val

7.2 Constructio

e of the tested property.

h of specifications

Specifications depl usuallywith limits for the values of the

properties. To
normally be exp
than”. Limits are|

— adoublelli

avoid_“Uncertainty, such limits should
ressed \as ‘‘not less than' or ‘“‘not greater
oftwo types :

supplier or the recipient to judge the quality of a|product
with regard to the specification when a single fesult is
available. If it is necessary for the recipient to take action
after examining this result, the procedure spegified in
clause 9 shall be adopted.

mit, upper and lower, for example viscosity

not less thans mm2/s 1’ and not greater than 10 mm2/s;
boiling point 100 £ 0,5 °C;

— a single limit, upper or lower, for example sulphur
content not greater than 2 %, lead content not greater
than 3,0 g/1; solubility of bitumen not less than 99 %.

The single limit situation becomes relevant when, as in most

cases, there is an

additional implied limit which effectively

1) 1 mm2/s=1cSt.
2) According to statistical reasoning, it is desirable for A, — A4 to be considerably greater than 4R.

12

8.1 Testing margin at the supplier

A supplier who has no other source of information on the
true value of a characteristic than a single result shall
consider that: the product meets the specification limit,
with 95 % confidence, only if the result X is such that

in the case of a single upper limit 4,,

_084R

V2

X <A, ... (23)
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in the case of a single lower limit A,

4
X?A2 +0———'8 il

NG

in the case of a double limit (A, and A,), both these
conditions are satisfied.

... (24)

(See 6.1.2 and 6.2.2.)

NOTE — The use of equations 23 and 24 is for the guidance of the
supplier and is not to be interpreted as an obligation. A reported
value b ificati imi i
23/24 is|not proof of non-compliance.

8.2 Teésting margin at the recipient

A recigient who has no other source of information on the
true vdlue of a characteristic than a single result shall
considgr that the product fails the specification limit, with
95 % confidence, only if the result X is such that

in the case of a single upper limit A, ,

0,84 R

X>A, +—= ...(25
1 2 (25)
in the case of a single lower limit A,,
’ AR
x<a,-28 ... (26)

V2

in t];e case of a double limit (A, and A,), either of these
condlitions applies.

9 ACGEPTANCE AND REJECTION RULES.IN'.CASE
OF DISPUTﬁ
s

9.0 If|itAhot possible for the supplier<and the recipient to
reach dgreement about the quality_af the product, on the
basis of their existing results, then the following procedures
shall b adopted.

9.1 Ejch iaboratory shall-teject its original results and
obtain [at least three other acceptable resuits on the check
sample|to ensure that.the work has been carried out under
repeatapility conditions. The average of the acceptable
results jn each laboratory shall then be computed, divergent
results being discarded as indicated in 6.1.1.

Let

ISO 4259-1979 (E)

9.11 if

Xg +
=B <A, or >4,

product accepted if_l_)_(s ~Xz1<084 R'(for R',see6.2.1),
possible dispute if IXg —Xz1>0,84 R'.

NOTE — In this case it cannot be stated with confidence whether
the product does or does not comply with the specification limit;

- hence, resolution of the dispute may be by negotiation.

1.2 If

}(-S +5(-R
-——2——>A1 or <A2,

dispute whatever the difference’X — X

9.2 In case of dispute, 'the two laboratories shall contact

each other and compate their operating procedures and
apparatus. Following.these investigations, a correlation test
between the two.laboratories shall be darried out on the
two check samples. The average of at leapt three acceptable
results shaflybe computed, in each labgratory, and these
averages.compared as indicated in 9.1 and above.

9.3\ "If the disagreement remains, a third laboratory (neutral,
expert and accepted by the.two parties)|shall be invited to
carry out the test using a third sample. Buppose X is the
average of the three acceptable results jof the third labo-
ratory. If the difference between the mpst divergent labo-
ratory average and the average of the two other laboratory
averages is less than or equal to R, the f¢llowing procedure
shall be adopted :

9.3.1 If

X + X + X
3

product accepted.

<A, or 2A,,

9.3.2 If
Xg +Xgq +X
S —E> 4, 0r <4,

product rejected.

9.4 If the difference between the mostdivergent laboratory

Xg be the average of supplier;

)—(R be the average of recipient;

A, be the upper limit of the specification;

A, be the lower limit of the specification;
where

Xg<A,or=A,;

7R >A;or<A,.

This means that )75 and ;(—R should be compared as follows
with A, and A,.

average and the average, 7, of the two other laboratory
averages is more than R, the following procedure shall be
adopted :

941 |If
7<A1 or 2A,,

product accepted.

9.42 If
X>A, or <A,,

product rejected.

13


https://standardsiso.com/api/?name=436bd1d5505bf7903ba15382e94bbea6

1SO 4259-1979 (E)

ANNEX A

DETERMINATION OF NUMBER OF SAMPLES REQUIRED (see 3.3)

TABLE 11

laboratories variance component
repeats variance component

Q=

interaction variance component
repeats variance component

P =

number of participating laboratories

L=
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ANNEX B

DERIVATION OF FORMULA FOR CALCULATING THE NUMBER OF SAMPLES REQUIRED (see 3.3)

An analysis of variance is carried out on the results of the pilot programme. This yields rough estimates of the three com-
ponents of variance, namely :

2
9o
2
a4
2
]

Substi

for repeats,

for laboratories X samples interaction,

or laboratories.

L
S

2
+p+q)2:[ “’/s“’] “”( ) s

v SZ(L-1) 4LS

s the ratio 02/03;

s the ratio 02/03;

is the reproducibility degrees of freedom;
s the number of laboratories;

{s the number of samples.

The formula rearranges into the form

as

where

tb=0

a=lvg2 - (1+p+qg)2(L-1)

1 1
b3v [<2q +3+ p> <5+ p) +0,26 (L — 1)/L]
Therefpre
b
S
a

gives t|

Ihe values of Sfor given values of L, p, g and ».

uting the above in formula (14) (see 5.4.3.2) for calculating the reproducibility degrees of freedom,

this becomes

. (27)

. (28)

15
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ANNEX C

NOTATION AND TESTS

Throughout this International Standard the following notation is used :

S is the number of samples;

L is the number of iaboratories;

i is the suffix|denoting laboratory number;
J is the suffix|denoting sample number;

X is an individual test result;

a is the sum of duplicate test results;

e is the diffefence between duplicate test results.

C.1 ARRAY OF DUPLICATE RESULTS FROM EACH OF L LABORATORIES ON SSSAMPLES AND
CORRESPONDING MEANS m;

TABLE 12
Sample

Laboratory 9 9 j S
1 %111 X121 X141 X181
X112 X122 X4j2 X182
2 X211 X224 X2j1 X281
X212 X222 X2j2 X282

i X141 Xj21 Xij1 Xis1
Xi12 Xj22 Xif2 XiS2
L X149 X121 XLt xLS1
Xpi2 X[22 XLj2 XLS2

Total 91 g2 gj gs

Mean m mo m; mg .

NOTE — If a transformation y = F{(x) of)the reported data is necessary (see 4.1), then corresponding symbots Yii and Yijp are used in ptace of
Xipq and X;in.
if1 if2

C.2 ARRAY OHF SUMS OF DUPLICATE RESULTS OF LABORATORY TOTALS /; AND SAMPLE TOTALS g;

TABLE 13
Sample
t
Laboratory 1 2 i s Total
1 a1 a2 aq; a8 hq
2 azq azo anj 428 ho
i a9 aj2 ajj 3js hi
L aLq aro arj aLs hi
Total 91 92 gj as T

16
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NOTE

C.3 SYMS OF SQUARES AND VARIANCES (see 4.1)

Repeat

ISO

= Xjj1 T Xz (ora; =y, + vy, if a transformation has been used)

i1 T Xij2
L
X i
i=1
s
Vo4
A
j=1
L s
AW
ji=1

i=1

If any results are missing from the complete array, then the divisors in the expression for m; will"be corresponding]

variance for sample j

L

2
2 %
i=1

d?
/ 2L
NOTE - If either or both of a laboratory/sample pair of results is missing, the corresponding term in the numerator is on]
2L is requced by 2.
Within pample variance for sample j
S
W2- + (x2. + x2 ).._g_jz. (2L - 1)
J i1 ij2 2L
j=1
NOTE —| The factors 2L and (2L — 1) are"reduced by 1 for every missing value in the sample.
Laboratories variance for sample j
p2 L1 e s (K; -AYd?
F Tk 17 i J
: J
where
L
o2t 2 _
7<) mayfsyts;— ]
=1
njj is the number of results obtained by laboratory / from sample /;
S/- is the total number of results obtained from sample /.

C.4 COCHRAN'S TEST

2
largest e 7

Cochran’s criterion =

4259-1979 (E)

y reduced.

... (29)

itted, and the factor

...{30)

... (31)

L S
2
2 X
j=1j=
The associated number K is the number of complete pairs in the array of C.1. The critical 1 % values are set out in table 17
D).

(annex

17
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C.5 DIXON’'S TESTS

Table 14 shows the corresponding r ratio for any sample (or for the laboratory totals) the pair sums a;; of which are arranged
in ascending order, a,, a,, a5, ..., 4, _ 1,48, -

The critical 1%

18

TABLE 14
Ratio For low values For high values
az—aq ag —al -1
r ———— e
10 ajg —aq ap —aq
B Ao-=24 =84t
1 al —1—a af —az
B ag—aq ap—af -1
12 aL—2—a4 aj —ag
, ag—aq ag—at -2
. 20 aj —aq ag —aq
’ az—ai ap—al -2
= aL —-1—aq aL —a8z
r ag—aq af —af -2
= al ~2~a, aL—ag

alues for these ratios are given in table 18 (annex D).
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ANNEX D

EXAMPLE OF PROCEDURE FOR INSPECTION OF RESULTS OF TEST
FOR DETERMINATION OF BROMINE NUMBER

D.1 BROMINE NUMBER FOR LOW BOILING SAMPLES

TABLE 15
P Sample
A 2 3 4 5 6 7 8
A 19 |645 080 3,7 [11,0]46,1 [114,8]1,2
21 |655 10,78 38 [11,1 (46,5 |114,2]1,2
B 1,7 1654 10,69 3,7 [11,1 50,3 |1145]1,2
18 166,0 0,72 3,7 |11,0 (49,9 [114,3|1,2
c 1,8 (635 /0,76 | 35 [10,4 (48,5 [112,4(1,3
18 |638 0,76 | 3,5 | 10,6 | 48,2 {112,7]1,3
D 4,1 163,610,800 | 4,0 {10,8 |49,6 |108;841,0
40 1639 |080| 39 {108 | 49,9 {108,2] 1,1
E 2,1 163,9 [0,83] 3,7 | 10,9 |47:4|115,6(1,3
1.8 {63,7 10,83 3,7 111,1.147)6 [115,1|1,4
F 1,8 |70,7 (0,72 | 34 |15 49,1 {121,0|1,4
1,7 [69,7 |064 | 36 |11,2 (479 |1179[1,4
G 1,9 |638 0,77 | 3,5, 10,6 [ 46,1 |114,1 1,1
2,2 |63,6 |0,59 (85 (10,6 (45,5 (112,8|0,93
H 2,0 (66,510,784 3,2 | 10,7 {49,6 [114,8]1,1
1,8 |655 [0714 | 3,6 |10,7 |48,5 [1145{1,0
J 2,1 |168,2 |0,81 | 4,0 {11,1 |49,1 [115,7|1,4
2,1 |653 1081 3,7 (11,1 479 (113914

D.2 CUBE ROOT OF BROMINE NUMBER FOR LOW BOILING SAMPLES

TABLE 16
Sample
Laboratory 1 2 3 4 5 6 7 8

A 1,239 | 4,010 | 0928 | 1,547 | 2,224 | 3,586 | 4,860 | 1,063
1281 | 4031 | 0921 | 1.560 | 2.231 | 3596 | 4,852 | 1,063

B 1193 | 4029 | 0884 | 1,547 | 2,231 | 3691 | 4860 | 1.063
1216 | 4081 | 0896 | 1547 | 2.224 | 3682 | 4,853 | 1,063

c 1,216 | 3990 | 09013 | 1518 | 2,183 | 3.647 | 4,826 | 1,00
1216 | 3996 | 0913 | 1.518 | 2,190 | 3,639 | 4,830 | 1,001

D 1601 | 3992 | 0928 | 1587 | 2210 | 3674 | 4774 | 1,000
1587 | 3998 | 0928 | 1,574 | 2,210 | 3,682 | 4,765 | 1.032

E 1,281 | 3998 | 0940 | 1847 | 2,217 | 3619 | 4871 | 1,00
1216 | 3994 | 0940 | 1.547 | 2,231 | 3.624 | 4.864 | 1.119

F 1,216 | 4,135 | 0896 | 1,504 | 2.257 | 3.662 | 4.946 | 1,119
1193 | 4115 | 0862 | 1533 | 2.237 | 3632 | 4.903 | 1.119

G 1,239 | 3996 | 0917 | 1,518 | 2.197 | 3,586 | 4,850 | 1,032
1301 | 3992 | 0839 | 1,518 | 2,197 | 3570 | 4832 | 0,976

H 1,260 | 4,051 | 0921 | 1474 | 2,204 | 3674 | 4860 | 1,032
1216 | 4031 | 0892 | 1518 | 2204 | 3,647 | 4,856 | 1.000

J 1281 | 4086 | 0932 | 1,587 | 2231 | 3662 | 4873 | 1.119
1281 | 4027 | 0932 | 1547 | 2.231 | 3.632 | 4847 | 1.119

19
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D.3 UPPER 1% LEVELS OF COCHRAN'S CRITERION FOR VALUES OF K FROM 12 TO 120

If the calculated
critical ratio with
none.

If intermediate vplues are required, these may be obtained by linear interpolation of the/eciprocals of the results un
h are exact values. Values for over 120 ranges may be found by extrapolating from the reciprocals of the

in table 17, whig
results for 60 ang

D.4 CRITICAL

TABLE 17
K Cochran’s criterion K Cochran’s criterion K - Cochran’s criterion
12 0,852 8 45 0,269 3 85 0,163 6
15 05747 50 0,248 4 90 0,156 1
20 04799 55 0,2306 95 0,149 3
24 04247 60 02151 100 0,143 0
p4s] 04130 65 0,202 4 U6 0,157 3
30 03632 fO k 0,191 0 110 0,1320
35 03250 75 0,1809 115 0,127 1
L 40 0,294 0 80 0,1718 120 01225

120.

VALUES OF DIXON'S 1 %* TESTS FOR VALUES OF s FROM 3 TO 30

ratio for K ranges is less than the nearest critical ratio with more ranges, or if it is greater than thg
less ranges, no calculation will be required. In the latter case a rejection will-be made and in the

nearest
former,

derlined

* The tabulated values refer to the 0,5 % probability level, but since the test is carried out for both ends of the range, it becomes a 1 %

rejection test.

20

TABLE 18
n 10 r11 21 r22
3 0,994
a4 0,926
5 0,821
6 0,740
7 0,680
8 0,725
9 0,677
10 0,639
11 0,713
12 0,675
13 0,649
14 0,674
15 0,647
16 0,624
17 0,605
18 0,589
19 0,575
20 nlsgf)
21 0,551
22 0,541
23 0,532
24 0,524
25 0,516
26 0,508
27 0,501
28 0,495
29 0,489
30 0,483
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D.5 CRITICAL VALUES OF ¢
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TABLE 19
Degrees of Per Cent Probability Level
freedom 50 40 30 20 10 5 1
1 1,000 1,376 1,963 3,078 6,314 12,706 63,657
2 0,816 1,061 1,386 1,886 2,920 4,303 9,925
3 0,765 0,978 1,250 1,638 2,363 3,182 5,841
4 0,741 0,941 1,190 1,633 2,132 2,776 4,604
5 0,727 0,920 T,T56 TA76 Z0T5 Z571 Z03p
6 0,718 0,906 1,134 1,440 1,943 2447 3,70y
7 0,711 0,896 1,119 1,415 1,895 2,365 3,499
8 0,706 0,889 1,108 1,397 1,860 2,306 3,355
9 0,703 0,883 1,100 1,383 1,833 2,262 3,25p
10 0,700 0,879 1,093 1,372 1,812 2,228 3,169
11 0,697 0,876 1,088 1,363 1,798 2,201 3,106
12 0,695 0,873 1,083 1,356 1,782 2,179 3,056
13 0,694 0,870 1,079 1,350 1,771 2,160 3,01
14 0,692 0,868 1,076 1,345 1,761 2,145 297y
15 0,691 0,866 1,074 1,341 1,753 2,131 2,941
16 0,690 0,865 1,071 1337 1,746 2,120 2,92)
17 0,689 0,863 1,069 1,333 1,740 2,110 2,898
18 0,688 0,862 1,067 1,330 1,734 2,101 2,878
19 0,688 0,861 1,066 1,328 1,729 2,093 2,86
20 0,687 0,860 1,064 1,325 1,725 2,086 2,84p
21 0,686 0,869 1,063 1,323 1,721 2,080 2,83
22 0,686 0,858 1,061 1,321 1,717 2,074 2,81
23 0,685 0,858 1,060 1,319 1,714 2,069 2,80
24 0,685 0,857 1,059 1,318 1,711 2,064 2,79
25 0,684 0,856 1,058 1,316 1,708 2,060 2,78
26 0,684 0,856 1,068 1,315 1,706 2,056 2,77
27 0,684 0,855 1,057 1,314 1,703 2,052 2,77
28 0,683 0,855 1,056 1,313 1,701 2,048 2,76
29 0,683 0,854 1,055 1,311 1,699 2,045 2,79
30 0,683 0,854 1,055 1,310 1,697 2,042 2,75
40 0,681 0,851 1,050 1,303 1,684 2,021 2,7
50 0,680 0,849 1,048 1,299 1,676 2,008 2,67
60 0,679 0,848 1,046 1,296 1671 2,000 2,660
120 0,677 0,845 1,041 1,289 1,658 1,980 2,617
o0 0,674 0,842 1,036 1,282 1,645 1,960 2,576

21
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