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Foreword

ISO (the International Organization for Standardization) is a worldwide federation of national standards
bodies (ISO member bodies). The work of preparing International Standards is normally carried out
through ISO technical committees. Each member body interested in a subject for which a technical
committee has been established has the right to be represented on that committee. International
organizations, governmental and non-governmental, in liaison with ISO, also take part in the work.
ISO collaborates closely with the International Electrotechnical Commission (IEC) on all matters of
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Introduction

Methods are considered microbiological when the quantitative estimate is based on counting of
microbial particles either directly with the aid of a microscope or indirectly on the basis of growth
(multiplication) into colonies, turbidity, a colour change or fluorescence. The principles and procedures
within the scope of this document are commonly known as microscopic count, most probable number
(MPN) and colony count. Most of the procedures for the determination of performance characteristics
described in this document are applicable to all three types of method. However, where the procedures
are not applicable, alternative suggestions are made within the body of the document or in Annexes D
and E (for repeatability, reproducibility and uncertainty of counting).

Plaque counlts of bacteriophages are in most respects similar to bacterial colony counts.

Some of the
(FISH) or p
require spe
situations iy
for qPCR or
are used for

While not ¢
to generate

"newer” microbiological methods such as those utilizing fluorescent in situ hybridiz
lymerase chain reaction (PCR) can also be covered by this document. However, they
Cial consideration, depending upon how they are used. The issues of importance in {
clude the mechanism of determining the numbers of microbes present/fe:g. standard
microscopic count for FISH) and the viability of the organisms detected. If such techn
confirmation as part of a method then all sections of this documentare relevant.

pssential, during the characterization of microbiological methods it may be bene
data using stressed organisms. Various methods can be™uised to stress organismg

the two tha

depletion cqused by organisms being in a low nutrient environient (i.e. drinking water and
oligotrophid waters) for a period prior to testing. The effect on sonie of the performance character
of “stressing” organisms is almost totally dependent on the:type and degree of stress applied ang

inappropria
that laborat
method wit]

are most useful for water are disinfectant stress (us@adlly chlorine injury) and nut

e to include such detail in this document. However, there are descriptions in the liter:
ories can follow in case they should wish to determine performance characteristics
1 stressed cells.
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Water quality — Requirements for establishing
performance characteristics of quantitative
microbiological methods

1

This|document deals with characterization of microbiological methods. In terms of thi
charjcterization means the study of parameters that can be measured to describe how-tH
likely to perform in a given set of conditions, which can be described as performance cha

The

used|for subsequent validation or verification of methods.

The

metHods that are not based upon direct microscopic count, colony count-or most probable
applicability of the procedures described in this document should be‘considered carefully.

2
The

constitutes requirements of this document. For dated’references, only the edition cited
unddted references, the latest edition of the referenced document (including any amendme

ISO

micrporganisms by two quantitative methods

For the purposes of this document;.the following terms and definitions apply.

[SO dnd IEC maintain terminological databases for use in standardization at the following 4

31

accuracy
meagurement accuracy

closgness. of agreement between a measured quantity value and an assigned quantity
measurand

Scope

document describes procedures for the determination of performance charagteristics v

bmphasis is on selective quantitative methods and this document applies to all types

Normative references

following documents are referred to in the text intsuch a way that some or all of t

17994:2014, Water quality — Requirements for the comparison of the relative

Terms and definitions

IEC Electropedia: available at http://www.electropedia.org/

ISO Online browsing platform: available at http://www.iso.org./obp

5 document,
e method is
racteristics.
vhich can be

f water. For
number, the

heir content
applies. For
hts) applies.

recovery of

ddresses:

r value of a

Note 1 to entry: The concept ‘measurement accuracy’ is not a quantity and is not given a numerical quantity
value. A measurement is said to be more accurate when it offers a smaller measurement error.

Note 2 to entry: ‘Measurement accuracy’ is sometimes understood as closeness of agreement between measured
quantity values that are being attributed to the measurand.

[SOURCE: ISO/IEC Guide 99:2007, 2.13[16], modified — “...a true quantity value” replaced by “... an
assigned quantity value; Notes 1 and 2 to entry added]

© IS0 2017 - All rights reserved
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analyte
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component represented in the name of a measurable quantity

Note 1 to entry: In water microbiology, the analyte is ideally defined as a list of taxonomically defined species.
In most cases, in practice the analyte can only be defined by group designations less accurate than taxonomic

definitions.
[SOURCE: IS
3.3

0 17511:2003, 3.2[14]]

analytical portion

test portion
volume of p3
tube, microg

3.4

bias
measureme
estimate of
assigned va

3.5

categorical
method per
+/- classific§

3.6
colony-forn
CFU

colony-formling particle

CFP
organism (o

Note 1 to ent
a single cell b

equates the pumber of colonies observed to the number of living entities seeded on the medium. Growth

viable partic
apply not onl

3.7

collaborati
method or 1
co-ordinate

Note 1 to er]
laboratories

irticle suspension (sample) inoculated into a detector unit (agar plate, membrane{filtey
copic grid square)

ht bias
a systematic measurement error, or the systematic difference between the quantit
ue and the average of measurement replicate results

characteristics
formance characteristic numerically expressed as a-relative frequency based on P
ition

hing unit

I cluster of organisms) with the ability to form a colony under certain specified condit

Fy: The term was originally introducéd to convey the idea that a colony may originate not only
ut from a solid chain or aggregate of cells, a cluster of spores, a piece of mycelium, etc. It mista

e, propagule and germ ate terms with the same meaning but convey the original idea bette]
 to colony count methods-but also to the most probable number (MPN).

ve method performance
hboratory pefformance test where several laboratories join in an experiment planned
1 by a leader laboratory

tryy Gollaborative tests are mainly of two types. Intercalibration exercises are made to
o/compare their analytical results with those of other participating laboratories.

, test

ative

A or

ons
from
kenly

unit,
r and

| and

allow

Note 2 to entry: Method performance tests produce precision estimates (repeatability, reproducibility) out of data
accumulated when several participating laboratories study identical samples with a strictly standardized method.

3.8

confirmed c

olony count

verified colony count
presumptive colony count corrected for false positives

Note 1 to entr

k
pc=—c
n

where

y: Mathematically:

© ISO 2017 - All rights reserved
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¢  isthe presumptive count;
p  isthe true positive rate;
n  isthe number of presumptive positives isolated for confirmation;

k  isthe number confirmed.

3.9
corroborated count
count obtained when using a secondary confirmation procedure

3.10
detertion level
minimum concentration of organisms that produce evidence of growth with a probability of P = 0,95
when inoculated into a specified culture medium and incubated under defined cenditions

Note|l to entry: The theoretical level that conforms to this definition is an averageof three vialjle cells in an
inocylum volume.

3.11
detection set
combination of plates or tubes on which quantitative estimatién of sample microbial cgncentration
is baged

Note |l to entry: The detection set is the set of plates or tubes utilized for numerical estimation of a $ingle value.

EXANPLE Parallel plates of a suspension, plates fromy consecutive dilutions, 3 x 5 tube MPN system,
micrgtitre plate.

3.12
detector

particle detector
platg of solid matrix or a tube of liquid containing a nutrient medium for counting ¢r detecting
biologically active particles

3.13
efficiency
E
fractiion of colonies thatare’correctly assigned as positives and negatives

Note [L to entry: Mathematically:

| a+d
l:

n

wherte

a isthe number of typical colonies confirmed as being the target organism (true positives);
d isthe number of atypical colonies confirmed as not being the target organism (true negatives);

n isthe total number of colonies tested for confirmation.

3.14

false negative

result indicated by the test method to be negative which has subsequently been shown to contain the
target organism

© IS0 2017 - All rights reserved 3
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false positive
result indicated by the test method to be positive which was subsequently shown not to contain the
target organism

3.16
germ

entity capable of biological activity (e.g. respiration or reproduction in a nutrient medium)

3.17

limit of deter

lowest analy
equals a sp¢g

3.18
method-de

count obtaifed by using only the procedures in the described method

3.19
negative bi
particular “

Note 1 to ent

Note 2 to ent
the inverse o

3.20
outlier
member of g

Note 1 to ent
frequently if

3.21
over-dispe}
variation in

Note 1 to en
estimating tH

3.22

parallel counts

particle or ¢

3.23

mination

cified value

fined count

nomial distribution
verdispersed” statistical distribution of counts

y: Its variance can be expressed as s® =X + ug X2 (X =mean).

"y: In this document, the square of the relative operational standard deviation (ug) is substitut
Fthe exponent (1/k) of the standard equation for the negative binomial distribution.

set of values which is inconsistent with othér members of that set

'y: An extreme value which normally appears randomly in less than 1 % of repetitive tests, but
hbnormal situations occur. Statistical.testprocedures can be used to quantify this probability.
'sion

excess of Poisson randomness

try: Detected qualitatively by the Poisson index of dispersion and measured quantitative

olony numbers in equal analytical portions drawn from the same suspension

Poisson dis

fully randors

e parameter ug (relative operational standard deviation) of the negative binomial distribution|.

bd for

more

ly by

Note 1 to entry: The probability P(k) of observing exactly k units in a test portion when the mean equals u is
calculated from

P(k)

k
u

e M

k!
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precision

measurement precision
closeness of agreement between indications or measured quantity values obtained by replicate
measurements on the same or similar objects under specified conditions

Note 1 to entry: Measurement precision is usually expressed numerically by measures of imprecision, such as
standard deviation, variance, or coefficient of variation under the specified conditions of measurement.

Note 2 to entry: The ‘specified conditions’ can be, for example, repeatability conditions of measurement,
intermediate precision conditions of measurement, or reproducibility conditions of measurement (see

ISO 5

Note
preci

3.25

proportionality
bment of observed particle counts with the volume (or dilution) of a_series of analytical portions
from|a common root suspension

agre

Note

3.26
reco
gene

725-3[4])

Kion, and measurement reproducibility.

B to entry: Measurement precision is used to define measurement repeatability, intermediate Jneasurement

1 to entry: Proportionality is evaluated as the log-likelihood ratio statistic G2 with n-1 degreeg of freedom.
very
Fal term used for the number of particles estimated in a test portion or samp

e, with the

undgrstanding that there is a true (although unknown) number of particles of which 100 % or less are

he technical

“recqvered” by the employed methodology
Note [l to entry: Another similar term commonly usedsis productivity (see ISO 11133[12]).
3.27
relative recovery
ratio| of colony counts obtained by two.miethods tested on equal test portions of the same syispension
3.28
relative operational standardideviation
Uo
operptional variability, expressed as a relative standard uncertainty, associated with t
stepg of the analytical procedure
Note |l to entry: The,relative operational standard deviation is often expressed in percent.
3.29
relative operdtional variance
2
Up
overidispersion constant, the square of relative operational standard deviation
3.30
relative standard deviation
Urel
estimate of the standard deviation of a population from a sample of n results divided by the mean of
that sample
3.31
relative variance
2
Upe]

square of relative standard deviation
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repeatability
measurement repeatability
measurement precision under a set of repeatability conditions of measurement

3.33

repeatability conditions
condition of measurement, out of a set of conditions that includes the same measurement procedure,
same operators, same measuring system, same operating conditions and same location, and replicate
measurements on the same or similar objects over a short period of time

3.34

reproduci
measureme
measureme

Note 1 to ent

3.35

inlity

ht reproducibility
ht precision under reproducibility conditions of measurement

"y: Relevant statistical terms are given in ISO 5725-1[2] and ISO 5725-2[31.

reproducibiility conditions

condition o
measuring s

3.36
robustness
insensitivity

Note 1 to ent

3.37
sensitivity
fraction of
inspection

3.38

specificity
fraction of {
inspection

3.39
standard u
uncertainty

3.40
uncertaint)
relative sta

[ measurement, out of a set of conditions that includes different locations, operd
ystems, and replicate measurements on the same or similar,ebjects

r of an analytical method to small changes in procedure

Fy: To examine the robustness it is advisable to “abuse’ the method in a controlled way.

'he total number of positive cultures™or colonies correctly assigned in the presum

he total number of negative cultures or colonies correctly assigned in the presum

hcertainty
of the resultof'a measurement expressed as a standard deviation

f of cotinting
ndatd(deviation of results of repeated counting of the colonies or particles of the

tors,

ptive

ptive

bame

plate(s) or field{s) under stipulated conditions (same person, different persons in one laboratory)

3.41

verification
performance of a second characterization by a different laboratory to confirm the results of the original
characterization

4 Basic concepts

4.1 General

As far as particle statistics are concerned, microscopic counts obey the same laws as viable counts but
they are, with the exception of microcolony methods, free from the biological problems associated with
growth. Differential stains, specifically labelled complexes or other agents used for finding the target

6
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do not change the basic principles. The same principles as those used with selective colony methods
can be applied. For a more detailed understanding of the theory and application of the formulae used in
this document, the mathematical basis for the variation encountered in all of these types of method is
described in Annex A.

4.2 Characterization

The characterization of a microbiological method is largely based upon the examination and expression
of the performance characteristics of that method.

Characterization is a process of providing information about the likely performance of that procedure
undedr a specific set of circumstances. It is not the intention of this document to provide guideline values
for eqch of the specified performance characteristics but rather to give guidance on whichf{parameters
shoulld be determined and how best to derive them for comparative purposes. Methods-thathave “poor”
performance characteristics may still be useful.

Charpcterization is an exploratory process with the aim of establishing thelikely set of performance
characteristics of a new, modified or otherwise inadequately characterized method. It shopld result in
numerical and descriptive specifications for the performance and include.-a detailed and uhambiguous
description of the target of interest (such as positive colony, tube ‘or’plaque). However the values
genefated should not be used as limits since they may change depending on the laborato1ly, matrix or
even|specific samples.

Charpcterization is performed by a single laboratory in.the first instance to determire the likely
performance of a test method in a specific laboratory.

A collaborative method performance study can be,performed as an additional step to ¢valuate the
interfaboratory performance characteristics.

NOTH A laboratory developing an in-house method or a variant of an existing standard could carry out the
steps|of characterization.

It is|imperative that technicians involved in the characterization of a method have ¢onsiderable
expefrience with other microbiological methods.

The performance characteristics:¢overed by this document are listed in Table 1.

Table 1 —=Performance characteristics described in the document

Pargmeter Definition

Sensjitivitya, b, ¢ fraction of the total positivese correctly assigned in the presumptive ¢ount

Spedificitya b, c fraction of the total negativesf correctly assigned in the presumptive fount

Fals¢ positivewatea b fraction of positive results (e.g. typical colonies) that are subsequently shown to
be due to non-target organisms

Fals¢ negative ratea b fraction of negative results (e.g. atypical colonies) shown to be target prganisms

Selectivitya b, ¢ ratio of the number of target colonies to the total number of colonies in the sam-
ple volume

Efficiencya b fraction of total colonies correctly assigned in the presumptive count

a  Required for determination of the performance characteristics.
b Required for single laboratory verification.
¢ Guidance specification given.

d  Methods for interlaboratory reproducibility and precision are described in Annex F. Use of these methods should be
considered when interlaboratory performance is paramount, for example when methods are being developed for regulatory
compliance.

e Positives may be colony counts, positive reaction vessels (MPN) or cell counts.

f Negatives may be atypical colonies, negative reaction vessels (MPN) or cells without the specific characteristics
required.

© IS0 2017 - All rights reserved 7
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Table 1 (continued)

Parameter

Definition

Upper limita

countable colonies per plate, or other detection systems)

upper end of the working range for which the method is useful (i.e. the maximum

Repeatabilitya b, ¢

tions, short period of time, ...)

precision under repeatability conditions (same operators, same operating condi-

Reproducibilitya

precision under intralaboratory reproducibility conditionsd

Robustnessa

measure of the capacity of a test to remain unaffected by small but deliberate
variations in testing conditions (e.g. temperature)

Relative rec

very< eIlIclency withh wilicl 4 metnod recovers target organisins Iroll d Sample Wiie

compared to another procedure

(This comparison shall be done where an alternative method for the same org
ism exists. Comparison with an ISO reference method is preferred.)

an-

Uncertainty

of countinga, b
counting (plates, fields, tubes, etc.) under stipulated conditions (Same person,
different person, same laboratory, etc.)

relative standard deviation of replicate counts of the target obtain¢d by repeated

a

Required

b Required

¢ Guidance

d  Methods
considered wl
compliance.

e  Positives

f Negativeq
required.

for determination of the performance characteristics.
for single laboratory verification.
specification given.

for interlaboratory reproducibility and precision are described in Annex F. Use of these methods shoy
ien interlaboratory performance is paramount, for example whenmethods are being developed for regul

may be colony counts, positive reaction vessels (MPN) or eell‘eounts.

may be atypical colonies, negative reaction vessels¢({MPN) or cells without the specific character

Id be
htory

istics

While interl
described ix
desirable. S
data from a
suggested nj

4.3 Verifi

Verification
Verification
similar to t
various com
method, tyf
the type an

hboratory reproducibility and precisiono not form part of the performance character
the body of this document, in certain situations knowledge of these parameters is h
ich situations include when methods are being used for regulatory compliance or
variety of laboratories are being-eompared for any of a number of reasons. For this re
lethods to determine interlaboratory reproducibility are described in Annex F.

cation

takes place when @ laboratory proceeds to implement a method developed elsew
focuses on gathering evidence that the laboratory is able to generate performance
hose established in primary characterization. It is not helpful to establish limits o}
ponents of method characterization since these can vary dependent on many aspects ¢

1 quality of data likely to be generated by the laboratory with a given procedure ang

given samplre type.

stics
ighly
when
hson,

here.
data
0 the
fthe

e of sample and performing laboratory. The verification data should be used to establish

| any

Typically, verification uses selected and simplified forms of the same procedures used in method
characterization, but possibly extended over a longer time. Natural samples are the optimal test
materials and the work need only address those aspects of the method performance that are of interest
to the laboratory. The requirements for single laboratory verification are described in Clause 7.

4.4 Method comparison

Method performance consists of many aspects. There is neither a single test of method comparison
nor numerical criteria for it. One method may be superior in specificity but inferior in recovery. All
the collective information about robustness, precision and specificity gained during characterization
tests can be used for method comparison. The methods only need to be tested in parallel for recovery
comparisons.

© ISO 2017 - All rights reserved


https://standardsiso.com/api/?name=75b45d1bb35df15e8e4dc03110d4ad8c

ISO 13843:2017(E)

It is necessary to apply two methods in parallel on the same samples when developing an in-house
method, and also when collecting information to justify the use of an alternative method. Relative
recovery studies of an alternative method against a reference method organized according to
ISO 17994 involve preferably a wide range of samples and participation by a number of laboratories
allowing the expansion of the sample range over large geographical areas. However, sometimes it may
be necessary to verify the result of an alternative method recovery study under ecological conditions
or in a geographical area not represented in the earlier collaborative trial. When a laboratory only
needs to confirm the comparison result of a method already tested and officially accepted, it can
take full advantage of the previous test results. The laboratory should have access to the report of
the collaborative comparison. Accordingly, it should have at its disposal estimates of the mean and
standard deviation of the relative difference. Formula (3) given in ISO 17994:2014, 5.4.3 can be applied
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L popular concept that the characterization and comparison of methods should be per
Fal samples with natural concentrations of microbés. While conceptually this is a goo
xceptions under some circumstances.

icial samples (reference materials and spiked samples) are used in internal and extd
rance systems to ensure the basic proficiency of the laboratories participating
hcterization exercises.

ng may be useful and even ne€essary in verification or whenever it is difficult to

les with target organisms. The optimal concentration range for the charact
bbiological methods is nafrewer than the projected working range. High concen
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Samjples with very low bacterial content need to be studied for public health reasons but are not ideally
d for method comparisons and other characterization exercises for statistical reasoms. However,
ify two types
panisms are

of statistics,

¢ : d might give
the answer that the method is not good enough. Usually, however, more samples are needed. Choosing
too few samples may not yield representative results.

Specific guidelines on the numbers and types of samples (together with their microbial content) are
givenin 6.1.

5 Specifications: some guideline values

Historically, standards have provided little help for laboratories seeking to make sure that they apply
the methods well and obtain valid results. What seems to be lacking is a concise presentation of
what laboratories should do to verify that the method also works in their hands properly and how to
distinguish between good and bad performance.
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A clause of performance characteristics shall be added to all ISO standards that deal with water
microbiology methods and refer to defined microbes or groups of microbes.

The format for colony count methods might include the following:
a)
b)
c)
d)

Sensitivity: Generally greater than 90 %j;
Specificity: Generally greater than 80 %j;
Selectivity: Results are generally not valid if selectivity is less than 10 %.

Uncertainty of counting: Individual counting uncertainty (one person) remains normally below
Ure] = ¥ 0,037 Intralaboratory uncertainty of counting is below Ure] = £ U,05. Intralabgrjtory
uncertalinty of counting greater than 0,1 is a certain sign of problems or difficulties.

Repeat nt of

over-dif

hbility (parallel plating): Variation is within the Poisson distribution. If not; thé extgq
persion should be given.

CFU
The
dish.
mber

f) Upper limit: For membrane filtration methods, a range that has been quoted'is0 CFU to 80
while fqr plate count methods using a 90 mm Petri dish, the range may be O CFU to 300 CFU|
surface|area of a 47 mm membrane filter is approximately 25 % of that’ef a 90 mm Petri
These upper limits are dependent upon the extent of background (non;target) growth, the nu

of differfent types of target organisms (e.g. total coliforms and E. coli),and colony size.

6 Designs for determining performance characteristics of a method

6.1 General considerations

While it is gg
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is dependen
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6.2 Detel

bnerally better to use samples that are naturally contaminated with the target organisy
ons this does not facilitate the determination of the performance characteristic of intg
ations, the use of reference materials“imay be appropriate. Alternatively, samples cz
h known numbers of target organisnis obtained from commercial sources.

procedure is used to prepare. samples, attention should be paid to adequate mixi
andom distribution of organisms. The desired number of target organisms in the s

t upon the method of interest but typically a range of 10 to 60 colony forming unit
will be practical. The number is a compromise between a desirable higher number an
plonies that is practical for a membrane or plate.

'mination ofsensitivity, specificity, efficiency, selectivity, false positive rate

ns, in
rest.
n be

g to

ple
5 per
d the

and

false negative rate

6.2.1 Type of samples to be used

Appropriatg samples are prepared containing 20 to 80 total colony forming units (10 to 60 CFU target
organisms) per test portion. The samples are then examined by the procedure being studied. Typical
and atypical colonies (i.e. those having the typical appearance of the target organism and those not
having the typical appearance of the target organism) are counted. All typical and atypical colonies are
then identified using an appropriate procedure which could include commercially available microbial
identification kits, DNA sequencing or other specified procedures.

The method of preparation of samples will vary depending on the method and the types of samples
typically analysed. If naturally contaminated samples are available with an appropriate level of
target organisms, then these should be used. However, in many cases naturally contaminated samples
are not available (e.g. for methods designed for drinking water). In such cases, laboratory-prepared
spike material (using appropriate sources of target organisms such as river water or sewage) can be
used to prepare samples. This has the benefit of including non-target organisms that are likely to be
encountered in contaminated drinking water in a similar ratio to what may be seen in the “real world”.
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The use of reference materials should be avoided because the choice of strains used directly influences
the outcome of the experiment.

6.2.2 Number of samples

A minimum of twenty samples should be used from different sources. If using surface water or sewage
to prepare the spike material, this should be obtained from at least three sources. It is important when
performing this work to examine an adequate number of “atypical” colonies, although when the method

is very selective these may be hard to find.

6.2.3 __ Procedure
Samﬁes are incubated and all colonies “confirmed” according to the procedures appropriate to
the method (e.g. for ISO 9308-1[10] all presumptive coliforms must be tested for the pfoduction of
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char
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testq

Organisms that are Gram negative rods,-cytochrome oxidase negative and (-D-galact
B-D-

6.2.4

6.2.4

or enzyme system), tests of chemical composition (e.g{MALDI-TOF) or molecular m
e of method will influence the outcome of the datavand care should be taken wh
b procedures as they define the target. Wherever possible, the procedure used to giv
riginal confirmatory test should be based on ataxonomically sound procedure or ¢
ct the definition of the target organisms as described in the relevant standard. For ex4
hcterization of a test for Escherichia coliisolates'could be subjected to 16S ribosomal RNA
termine if they are truly E. coli. Alternatively, isolates could be examined by Gram s
d for the expression of functional cyte¢hrome oxidase, 3-D-galactosidase and 3-D-glu

q

q

(&

rFlucuronidase positive would be censidered to be E coli.
Categorical performance characteristics

.1 When a confirmation step is included in the method, the identification data can be

ethods. The
en selecting
b support to
n tests that
mple, in the
| sequencing
taining and
curonidase.
psidase and

divided into

four fategories:

a) nmumber of typital’colonies confirmed as being the target organism in the primary cpnfirmatory
tlest the identity of which is supported by the secondary identification test (true positiyes);

b) npumberefatypical colonies, or typical colonies that are negative in the primary confifmatory test
identified as being the target organism by the secondary identification test (false negatives);

c) number of typical colonies confirmed as being the target organism by the primary cpnfirmatory
test which are subsequently shown to not be the target organism by the secondary identification
test (false positives);

d) number of atypical colonies or typical colonies that are negative in the primary confirmation test

which are shown by the secondary identification test to not be a target organism (true

negatives).

6.2.4.2 For methods without a confirmatory procedure, the identification data can be divided into four
categories:

a)

b)

number of typical colonies identified as being the target organism by an external identi
(true positives);

fication test

number of atypical colonies identified as being the target organism by an external identification

test (false negatives);
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c¢) number of typical colonies identified as not being the target organism by an external identification
test (false positives);

d) number of atypical colonies identified as not being the target organism by an external identification
test (true negatives).

6.2.4.3 The frequencies of these categories can be conveniently expressed in a 2 x 2 diagram:

Presumptive count
+ =
Confirmed + a b a+b
court
- c d c¥d
a+c b+d n

The total number of testsisa+b +c+d=n.

The sensitivjity, specificity, selectivity, false positive rate and false negative rates for the target organism
can be calcylated as follows:

Sensitiity =a / (a + b)
Specifidity =d / (c + d)

False pqgsitive rate =c / (a + c)
False nqgativerate=b / (b + d)
Selectivity=a / n

A further pprameter, efficiency (E), which. gives the fraction of colonies correctly assigned, cdn be
calculated as E = (a + d) / n.

The confirmed count relates to the erganisms that have been shown by some method, described ip the
procedure tp be the target organisms. Where the method itself includes a confirmation procedurg (e.g.
production pf indole from tryptophan for E. coli) then this method will suffice. Where the procgdure
does notinclude a confirmation step (e.g. ISO 9308-2[11]) then some alternative confirmation (secorjdary
confirmatioh) step can Be*used. Such methods might include commercially available identification| kits,
other phenoftypic methads (e.g. tests for a certain trait or enzyme system), tests of chemical compogition
(e.g. MALDITOF) erumolecular methods. The choice of method will influence the outcome of the test
and care should.-be-taken when selecting a confirmation procedure as this defines the target.

NOTE Far MPN methods, the same approach can he applied The term “colonies” can he changed into

»n o«

“aliquots”, “typical” into “positive” and “atypical” into “negative”.

6.2.5 Worked example

The method ISO 9308-1[10] utilizes a medium containing chromogenic substrates for 3-D-galactosidase
and B-D-glucuronidase. Consequently, coliform colonies are coloured pink to red, E. coli colonies are
blue to violet and non-target colonies should be colourless. No confirmation step is required for E. coli
when using this method. For the primary characterization of the method for the recovery of E. coli,
16S rRNA sequencing could be used as the secondary confirmation procedure. During validation all
colonies, blue/violet, pink/red and colourless would be examined using 16S rRNA sequencing.
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In a primary characterization experiment, 300 blue/violet colonies were sequenced and 285 were
shown to be E. coli. A total of 600 pink/red colonies were sequenced and 30 shown to be E. coli. A total
of 300 colourless colonies were sequenced and none were shown to be E. coli.

Table 2 shows the results from the 20 samples analysed for the primary characterization of the above-

cited method.

Table 2 — Tabulation of the counts for the categorical characteristics determination

Sample a b c d
1 15 3 1 42
2 8 0 0 33
3 4 1 0 26
4 15 3 1 50
5 16 1 0 45
6 12 5 0 48
7 6 0 1 38
8 10 1 I 29
9 14 2 0 53
10 18 0 2 51
11 17 2 0 45
12 19 0 1 63
13 13 2 2 40
14 11 3 1 39
15 13 0 0 35
16 25 3 2 33
17 21 1 0 54
18 16 0 1 55
19 15 1 2 40
20 17 2 0 51
Sum 285 30 15 870
In thfs scenario, the\following data would be generated:
Method-defined count
+ -
Corroborated + 285 30 315
count
- 15 870 885
300 900 1200

The method-defined count is the count obtained when following the methods described in the original
procedure. The corroborated count is that obtained after secondary confirmation.

The total number of tests (n) is 1 200.

The sensitivity, specificity, selectivity, false positive rate and false negative rates for the target organism
can be calculated as follows:

© IS0 2017 - All rights reserved 13


https://standardsiso.com/api/?name=75b45d1bb35df15e8e4dc03110d4ad8c

ISO 13843

:2017(E)

Sensitivity =a / (a + b), i.e. 285/315=90,5 %

Specific

ity=d/ (c +d),i.e.870/885 = 98,3 %

False positive rate =c / (a + ¢),i.e. 15/300 = 5,0 %

False negativerate=b / (b + d),i.e. 30/900 =3,3 %

Selectivity=a / n,i.e. 285/1 200 = 23,8 %

A further parameter, efficiency (E), which gives the fraction of colonies correctly assigned, can be

calculated a

SE=(a+d)/n,ie 1155/1200=96,3 %.

6.3 Determination of the upper limit and consideration of the lower limit of detecti

6.3.1 Working range

The working range of a method is often specified in the original description of the procedure or de
by manufacturers when the test is a commercially available one. However, these figures may not al
be accurate fand can vary with different samples types.

For MPN-baged methods, the working range will be determined by the sample size used and the nu
of reaction yessels used. The practical upper limit has been exceeded when all tubes of all dilution|

found positi

6.3.2 Upg
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er limit related to linearity

count methods precision theoretically improves steadily with the number of target col
the detection set. The upper limits are definied by the space requirements and en;
of microbial colonies.

colony count methods have an upper limit per detector which varies with the te
e colony count detector (agar plate; membrane filter) becomes “clogged” or saturate
ons of which the number of target/colonies is only one.

s per plate become too @neertain to base a valid enumeration upon.

ental design based-or’ a finely graded series of dilutions or volumes with replicati
founting provides.the data for determining the upper working limit.

mixed liquid{saimple is prediluted to a density giving an expected colony number per
hat exceeds/the assumed upper limit of the detector performance. A series of six or {
fions withvdilution steps 1:2 is continued from the starting suspension. Three parallel g

are seeded flrom each dilution.

fined
vays

mber
S are

bnies
uing

sting
d for

d has an upper reliable limit It is not a clearly fixed number but a region of colony nunjbers

bn of

plate
even
lates

Plates from

ilutions averaging more than 20 colonies per plate are read

The data are analysed for proportionality and over-dispersion of parallels assuming perfect randomness
at every step as the basis of evaluation.

A single value of the G2 test is of rather limited use. Performing similar proportionality tests on different
samples helps determine the highest colony count where proportionality of the method is sufficient.

6.3.3 Typ

e and number of samples to be used

The working range of a method can be determined by the use of naturally contaminated samples, pure
cultures or samples spiked with contaminated material containing the target organism (e.g. sewage for
enteric organisms). In the most practical choice, it should be a pure culture. Examination of a minimum
of 20 samples is required.
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When using sewage or surface water, a minimum of three sources should be employed.

NOTE1 The determination of working range can be complicated for methods where there are two target
organisms sought on the same plate, for example the simultaneous detection of total coliforms and E. coli on a
single membrane filter. In such circumstances, the working range may be different for total coliforms and E. coli
if E. coli are present in the sample together with other total coliforms. When determining the working range for
these types of methods, the working range could be reported as the total number of target colonies present since
the ratio of E. coli to other coliforms will vary from sample to sample.

NOTE 2  Another confounding factor in determining the working range is the selectivity of the procedure.
For example, a membrane filtration-based method for the detection of total coliforms and/or E. coli which has
poor selectivity may allow many other non-target organisms to grow. Growth of these organisms can obscure
or in}iibit the growth of target organisms. In such cases, the working range could be quoted in terms of the total
numbler of target and non-target colonies on the membrane as the working range is significantly impacted by the
growtth of non-target organisms.

6.3.4 Worked example

6.3.4.1 Preparation

A natural sample was prediluted to suitable level and a dilution series of six successive steps of 1:2 was
preppred.

Threge parallel plates were made from each dilution using the ‘surface spread technique. The colonies
werg counted after incubation and the results are shown inTable 3.

Table 3 — Tabulation of the count$’in a linearity experiment

Dillution Parallel counts Sum Mean Relative

volume
Si X Ri Si/Ri
2-1 121 204 162 487 162,3 32 15,2
2-2 109 128 148 385 128,3 16 24,1
2-3 111 114 97 322 107,3 8 40,3
2-4 56 60 68 184 61,3 4 46,0
2-5 36 29 24 89 29,7 2 44,5
2-6 11 13 17 41 13,7 1 41,0

Total: 1508 63 -
NOTE  The formula‘used for the calculations is given in Annex C, Formula (C.1).

6.3.4.2-, ‘General proportionality test

The agreement of the sums of parallel colony numbers with the respective relative volumes
32/16/8/4/2/1 is calculated using sums of parallel counts and the general G2 (Formula (C.1)) as follows:

G52 =2 [487In(487/32) + 385In(385/16) + 322In(322/8) + 184In(184/4) + 89In(89/2) + 41In(41/1) -
1 508In(1 508/63)] = 292,526.
The test statistic has 6 - 1 = 5 degrees of freedom. The value of the index is compared with the x2

distribution with 5 degrees of freedom, which corresponds to 11,070 for 5 % and 15,086 for 1 %.

The calculated value exceeds the theoretical value for 1 % (15,086) which means that the general
linearity of the results is poor.
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6.3.4.3 Interpretation of data and further steps

The detector system was not linear in this sample in the colony count range from 41/3 = 14 to 487/3 =
162 colonies per plate. From the inspection of the counts per relative volume (Sj/R;), it can be observed
that the high colony numbers deviate the most from the expectation. In the four dilutions from 2-3 to 2-6
the counts per relative volume (Sj/R;) was approximately constant, about 43 on the average. A sudden
change occurred between dilutions 2-3 and 2-2.

The detector has become non-functional even before 160 colonies per plate, as less colonies than
expected have grown for dilutions 2-2 and 2-1. The ratio 2:1 between successive dilutions is not seen in
the colony counts at the higher concentrations, indicating that at high colony concentrations, the results

are not linegr:
The same analysis of proportionality can be repeated without the counts of the first dilution| The
agreement df the sums for five dilutions is calculated:
G42 = [2 [385In(385/16) + 322In(322/8) + 184In(184/4) + 89In(89/2) G+ 41In(41/f) -
1 021In(f1 021/31)] = 81,933.
With four degrees of freedom the reference values for the test statistic are 9,488 for 5 % and 13,277
for 1 %. The proportionality was still seriously out of statistical control when the highest mean dount
was 128.
The next stqp is the proportionality test for four dilutions:
G32 =2 [322In(322/8) + 184In(184/4) + 89In(89/2) + 41In(41/1) - 636In(636/15)] = 2,328.
The referenfe values for three degrees of freedom 7,815-for 5 % and 11,345 for 1 % are much hjgher
than the observed 2,328. No signs of systematic deviation from proportionality remain in the| four
dilutions beginning with the mean count of 107.
It can be concluded that linearity is only seen.dsthe sample becomes more dilute. The point at which
linearity is |not seen, soon after the numbery'of colonies per plate becomes higher than about| 100,
determines fhe upper limit of the method.
A similar plan should be repeated with a minimum of twenty samples to determine the working rdnge.
This approagh is only applicable with colony methods.
6.3.5 Thelower limit of detection
The lower limit of deteetion cannot reliably be determined by experimentation and is largely a miatter
of definitior] and sample volume analysed. A detailed explanation is given in Annex B.
6.4 Assegsment of precision: Determination of repeatability and reproducibility

6.4.1 General

ISO 5725- series was developed as a guidance document for characterizing the variability of standard
measurement methods. Two measures of variability (or precision), repeatability and reproducibility,
are accepted in many disciplines as representative of data encountered in measurement processes.

The characterization of a new method should provide the initial values of its precision estimates. Other
laboratories need this information for their verification of the method and subsequently for establishing
the systems of analytical quality control.

Applied to water microbiological methods, ISO 5725-1[2], ISO 5725-2[3] and ISO 5725-3[4] need some
adaptations because the basic principles originally applied to continuous data and not to discrete data
(counts).
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The main levels of precision are generally evaluated in two different conditions:

— the repeatability conditions which refer to the variability among measurements made on identical
samples under identical circumstances. In ideal cases for microbiological determinations, these
conditions of analysis are expected to follow a Poisson distribution. In practice, this is not always
the case. Cases of over-dispersion can be detected by experiments between parallel counts (see
Annex D and 6.4.2);

— thereproducibility conditions which refer to the variability among measurements made on identical
materials under differing conditions by different laboratories following the same measurement

A thi
plan
effec
Annd

6.4.2

A minimum of three sets of repeatability data.should be prepared using different sourd

4.1 Design

operational variance which
naximum variability factors of uncertainty (see Annex F).

rd measure of precision of a method can be assessed in one laboratory with.specific e
ing (decomposition of the bias into elementary components such as operator, equipmg
ts, ..). It is known as intralaboratory reproducibility or intermediate precision (sq
x D for more details).

Repeatability

esign for determining the repeatability performange of a method consists of 10 repl
sample which are analysed in repeatability conditions, i.e. by the same technician
it the same approximate time and all samples ineubated in the same incubator.

nstruments,
this level of
includes the

Kperimental
ent, material
e 6.4.3 and

icates of the
bn the same

es of target

orgahisms. Natural samples are preferably used.
6.4.2.2 Worked example: Tabulatiemn.of counts
Tabl¢ 4 shows 3 series of 10 measurements obtained in repeatability conditions with a plate method.
Table 4 — Tabulation of the counts in 3 repeatability experiments
Sample Repeated measurements (plates)
| 63 65 77 59 69 61 55 65 33 90
2 47 60 40 57 24 39 57 52 35 54
] 21 16 20 24 21 34 23 26 18 14
NOTE  Theformulae used for the following calculations are given in Annex A, Formula (A.8) and Annex D, Hormulae (D.1)
and (D.2),

6.4.2.3 Worked example: Detection of over-dispersion by applying the Poisson index of
dispersion

For sample 1, the observed value of xf_l = [10 x (632+652+772+...4332+902) / (63+65+77+..+33+90)] -
(63+65+77+..+33+90) = 30,582.

For the first series:

Arithmetic mean (x ) = 63,7

Variance (52) = 216,456
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Relative operational variance (ug) = (216,456 - 63,7) / 63,72 = 0,038.

In Table 5, the calculated values of the relative operational variance for the three samples analysed
are shown.

Table 5 — Calculation of the relative operational variance

Sample Arithmetic mean Variance Observed value of | Relative operational
variance
X 52 X r2—1 u (2)
63,7 216,456 30,582 0,038
46,5 136,278 26,376 0,042
21,7 31,789 13,184 0;02Y

According t¢ the Chi square distribution, the critical 0,05 probability value for (10-1) degrees of fre¢dom
is: 16,919.

The observe¢d value of ;(rz_l is greater than the critical 0,05 probability yalue for samples 1 ahd 2,
therefore significant over-dispersion is detected in the series of repeated meéasurements. The relative
operational [variance ug gives an order of magnitude of the operational variability for each series of
repeated m¢asurements.

For sample 3, the observed value of )(;2_1 is lower than the critical 0,05 probability value. The obsgrved

variability petween parallel counts complies with Poisson distribution. Even if not statistically
significant, the calculated relative operational variance can be retained for sample 3 for further global
evaluation.

The averagg relative operational variance for the 3samples is equal to 0,034. The final expressipn of
the repeatability relative standard deviation in@is the square root of the average relative operatjional
variance (18,4 %). It corresponds to the perforiiance of the method on the test material in repeatability
conditions.

6.4.3 Intralaboratory reproducibility

6.4.3.1 Design

Intralaboratory reprodugcibility is also known as intermediate reproducibility (or intermediate
precision). If is evaluated'by performing sets of replicates in conditions as different as possible within a
single lab (e}g. differént'technicians, different incubators and different batches of media...).

The experimental design described in ISO 29201[15] can be used. The whole analytical procgss is
duplicated {sing maximum variation of the lab parameters. Natural samples shall be studied wherllever
possible. A minimum of 30 samples are recommended.

6.4.3.2 Worked example for colony counts

Table 6 shows the results of 10 samples analysed in 2 replicates x1 and x, performed in conditions as
different as possible within the laboratory (intralaboratory reproducibility conditions).
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Table 6 — Tabulation of the colony counts for 10 samples analysed in duplicate

Sample Replicates Arithmetic mean Variance Relative operational
variance
X1 X2 X S2 u(z)
1 34 23 28,5 60,5 0,039
2 17 15 16 2 -0,055
3 11 27 19 128 0,302
4 40 21 30,5 180,5 0,161
S 42 25 33,5 144,5 0,099
6 43 38 40,5 12,5 -0,01Y
7 25 12 18,5 84,5 0,193
8 34 28 31 18 -0,014
9 58 39 48,5 180,5 0,056
10 37 48 42,5 60,5 0,01
NOTE 1 The formula used for the calculations in Table 6 is given in Annex D, FormulaqD.2).
NOTE 2 Theoretically, variance can never be negative. However, when an estimate of variance is obtained iy subtraction
and the experimental variances are based on small numbers of replicates such things can happen.

The qverage relative operational variance from the set of 10 pairs of counts is 0,077. The sq
the gverage relative operational variance (27,8 %) corresponds to the performance of the

the test material in intralaboratory reproducibility conditions.

6.4.3.3 Worked example for MPN systems

10 samples were analysed in duplicate using*a MPN method. For each sample, the tv
meagurements were performed in intralaboratory conditions, in order to consider th
varigbility of analytical conditions within;the laboratory. The data are shown in Table 7.

Table 7 — Tabulation ‘of MPN results for 10 samples analysed in duplicate]

uare root of
» method on

vo repeated
P maximum

Sample Measurements Lower Upper Lower Upper Overlap of
confidence | confidence | confidence | confidence copfidence
limit limit limit limit intervals in
intralaboratory
reprpducibility
conditions
M M To1 T11 To,2 T1,2
| 600,1 176,1 419,3 858,9 97,2 319,1 no
p 2 086,6 1148,4 1560,4 2790,4 850,7 1550,3 no
B 1885,3 1362,8 1413,0 2 515,5 10173 1825,5 yes
4 76,8 110,0 31,9 184,9 52,5 230,6 yes
5 1672,6 2094,8 1254,0 22309 1566,3 2801,6 yes
6 799,8 311,8 576,6 1109,5 196,4 4949 no
7 196,7 143,8 111,8 346,3 74,9 276,2 yes
8 1202,0 1316,6 892,5 1618,7 981,6 1765,8 yes
9 7 100,7 7 6829 4488,8 11 232,5 4.845,4 121819 yes
10 7 6829 3421,3 4.845,4 12 181,9 2450,4 47770 no

Table 8 shows the relative operational variances for MPN results.
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Table 8 — Calculation of relative operational variance for MPN results

Intralaborator Intrinsic Intrinsic Average Relative
Sample ra-ory variability for variability for intrinsic operational
reproducibility . : . C e .
first replicate | second replicate variability variance
2 2 2 2 2
Ugr Udy U Uq Yo
1 0,752 0,034 0,092 0,063 0,689
2 0,178 0,022 0,023 0,023 0,156
3 0,053 0,022 0,022 0,022 0,031
4 8,865 8,204 81443 8472 8107
5 0,025 0,022 0,022 0,022 0,004
6 0,444 0,028 0,056 0,042 0,402
7 0,049 0,083 0,111 0,097 -0,048
8 0,004 0,023 0,022 0,023 -0,019
9 0,003 0,055 0,055 0,055 -0,052
10 0,327 0,055 0,029 0,042 0,285
NOTE The formulae used for the calculations in Table 8 are given in Annex D, Formulae (B.4), (D.5), (D.6), (D.7).

The averagg relative operational variance calculated from the set of 20 pairs is 0,134. Its square| root
(36,6 %) is the variability of the method observed in intralaboratory.feproducibility conditions.

6.5 Robustness

6.5.1 Genleral

Robustness|means tolerance towards slight changes-in procedure or towards unavoidable variatigns in
conditions df the laboratory environment.

The determjination of robustness varies a¢cording to the type of procedure being studied. Spgcific
studies are fequired.

The purpose¢ of such studies is to specify'limits within which a method may be expected to be fit fqr the
intended use. Robustness considerdtions may lead into limitations concerning the scope and condifions
of the use off the method.

6.5.2 Explerimental designs for effects due to time and temperature

For most npicrobiologi¢al methods, time and temperature of incubation are of importance. The
interaction |betweensmembranes and media and/or media and reaction vessels may also be of
importance

For commericially prepared test Kits, the shelf life of the product may also be a parameter of interept, as
can the shelf life of prepared media.

When studying the robustness of a method duplicate samples of either spiked or naturally contaminated
samples should be run at the extremes of the parameter being studied. Same plates can be read
repeatedly, returning the plates for further incubation in the incubator after each reading.

For example, if a method procedure states the temperature range as (35 + 1) °C then samples should be
run at 34 °C and 36 °C. If the incubation period is 18 h to 22 h then the samples should be read at 18 h
and 22 h. It may be preferable to produce robustness data as a matrix using (for example) the maximum
and minimum incubation temperatures for the maximum and minimum duration of incubation.

Another plan is to prepare a series of parallel plates, place them in different parts of the incubator and
remove them one at a time after different periods in the incubator. The second design also measures
incubation space effects (see ISO 29201[15]). Should the developer of a method claim applicability of the
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method over a considerable temperature range, special experiments involving several incubators set at
different temperatures are required.

A minimum of 30 data points should be collected for each parameter.

Data should be collected using a minimum of three sources of target organisms whether these be
reference cultures or laboratory-prepared spike material.

Graphical methods and standard statistical tests such as parametric or non-parametric tests of
inference can be used for the analysis of the data whether these are generated by direct microscopical
counts, MPN or colony counts.

6.6 | Relative recovery

6.6.1 General

Truepess refers to the closeness of observed results to the true value, but the“absolute tfueness of a
micrpbiological test result cannot be proven.

The pest that can be done is to agree on a consensus true value. Thiscmay be the result|determined
by another method, the mean of a certified reference material givenr by the producer or the mean of
obsefvations in different laboratories in quality assurance work:

Recoyvery compared with the accepted reference, also called'felative recovery, is the best that can be
done€| for quantitative determination of bias (deviation fromithe true value).

Wheh membrane filters are part of the method theyfeed to be used in the recovery fomparison.
However, membrane filters themselves may create part of the bias and thus affect the relatijve recovery.
For ipformation on recovery comparisons, see ISO£1133[12] and ISO 7704([8]. Furthermore th¢ interaction
between membrane filters and nutrient media is.of interest and may add significantly to the|bias.

6.6.21 Determination of relative recoyery

True|recovery by a method can be approached with tests on pure cultures or spiked steriliged samples
using non-selective methods as reference (see also ISO 11133[12]). Reference materials are a|so available
for the purpose. These approximations, however, depend on the recovery efficiency of the methods used
in the testing of the reference material or in determination of the reference value.

The frecovery efficiencies of different microbiological methods vary considerably and may also be
significantly affectedby matrix effects. It is therefore prudent to determine the relative|recovery of
metHods with the-different matrices being tested.

For the determination of relative recovery, naturally contaminated samples, spiked samples or pure
cultyres can be used. For drinking water methods, when choosing the samples to be used for such
studiesthe amount of target organisms added to the spiked sample should exceed those that typically
occuf ‘naturally by at least an order of magnitude. For other matrices such as recreatipnal waters,
biosolids and wastewaters, the number of target organisms typically encountered is often suitable, but
such samples may require dilution.

A minimum of three different organisms should be used for the spiking experiments and a minimum of
thirty data points should be collected.

To be as realistic as possible, the relative recovery should then be studied using naturally contaminated
samples rather than artificial test materials. Alternatively, samples spiked with naturally contaminated
materials can be used.

To be free of subjective interpretation, the comparison must be based on confirmed counts generated
by confirming all colonies.
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The procedure described in ISO 17994 is recommended for determining the relative recovery
performance of the method (both colony counts and MPN).

6.7 Uncertainty of counting

6.7.1 General

The baseline reliability of the counts is studied by repeated counting of the colonies of the same plates
within a short time. The observations on counting uncertainty will give the first impression of potential
problems with wide use of the method.

According

evaluated, i.p. individual or collective numerical estimates of counting uncertainty expressedas rel
standard deyviation.

The uncertginty of counting serves as a base value when estimating other robustnessfeatures su

time-sensiti

For MPN-bgdsed methods, the intralaboratory uncertainty of reading by different operators cg
studied accdrding to ISO 29201[15], as well. The results of the same MPN systeman be read by diff
operators. Tlhe uncertainty calculations are made using the MPN values obtained by each operator

6.7.2 Experimental design for assessing the uncertainty of counting colonies

— Readth

than th¢ assumed tolerance allowed for the method. In practice this means a maximum intery

one ho:|:

— The plates for repeated counting should be selected at random ignoring plates with less
20 colonies and not selecting unusual ones. Otherwise, the plates picked should represent the y
working range of the method.

— Forare

6.7.3 Exa

A techniciar] familiar with the mierobiological method should read different plates twice within a
time intervagl (e.g. less than one-heur). The duplicate counts denoted by x1 and x2 are shown in Tab

ISO 29201[15], repeatability and intralaboratory reproducibility of counting sha

ity.

e same plates repeatedly under uniform conditions, i*-within a time interval clearly sh

iable general estimate, at least 30 plates should be available.

mple of individual (or personal) uncertainty of counting colonies

Table 9 — Uncertainty of counting colonies

11 be
ative

ch as

n be
brent

brter
ral of

than
yhole

thort
le 9.

Plate X1 X2 X1-X2 X1+X2 ufel,L
1 129 122 7 251 0,002
2 417 377 40 794 0,005
3 73 80 -7 153 0,004
4 49 52 -3 101 0,002
5 86 81 5 167 0,002
6 37 39 -2 76 0,001
7 112 115 -3 227 0,000
8 204 214 -10 418 0,001
9 66 71 -5 137 0,003
10 306 299 7 605 0,000
Sum 1479 1450 0,020
NOTE The formula used for the calculations in Table 9 is given in Annex E, Formula (E.2).
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The average estimate of the personal relative variance of counting is the mean value of ”Eel,L =0,020/10=

0,002. Its square root 0,045 thus indicated a 4,5 % relative standard uncertainty of the repeatability of
counting by this person.

In this example of real data on total colony counts on non-selective media, the repeatability
relative standard deviation was mostly larger than the “ideal” (ure},1. < 0,02) but remains below the
boundary of 0,1.

If the value is high (larger than 0,1), it may be worth returning to the table to examine the individual
urel 1, values in search for reasons. One accidental large value may be responsible or a trend on the mean

colonyzcount mav he nresent _Thev are best illustrated graphically by plotting the y..11 v
4 4 I 4 [=] I 4 v O 1TCT, 10

the ¢

6.7.4

Five

plony count.

Example of intralaboratory uncertainty of counting colonies

technicians participated in a colony-counting session. Standard agar plates were picK

lues against

ed from the

availpble determinations and were read by each participant. Plates with less than 20 cqlonies were
omitfed. Results of six plates are shown in Table 10.
NOTH Six plates are far too few for a reliable general estimate but illustrate the computations.
The mean (m) and standard deviation (s) of each plate are first‘computed. From them, the values of
Urel 1| = s/m are obtained (last but one column).
Table 10 — Intralaboratory uncertainty of counting
Plate Al A2 B1 B2 B3 m s Urel L u?
’ rel,L
| 33 26 33 34 33 31,8 3,271 0,103 0,011
4 160 156 166 176 174 166,4 8,649 0,052 0,003
J 142 128 142 146 139 139,4 6,841 0,049 0,002
4 78 97 81 81 83 84,0 7,483 0,089 0,008
b 89 94 81 94 92 90,0 5,431 0,060 0,004
b 38 44 38 42 40 40,4 2,608 0,065 0,004
Sym 540 545 541 573 561 0,031
NOTE  The formulae used\for the calculations in Table 10 are given in Annex E, Formulae (E.1) and (E.3).
The $um of urZeLL (sum of relative variances) is 0,031 and their mean is 0,005. Its square root 0,071 is the
average relative' intralaboratory uncertainty of counting with this method and group o¢f operators
(7,1 %%0).

6.7.5

Example of intralaboratory uncertainty of reading MPN

The results of 30 different samples were read by two different operators. The results of the five first
samples are shown in Table 11:

Table 11 — Intralaboratory uncertainty of reading MPN

Sample Analyst 1 Analyst 2 Relative variance
1 1409,3 1273,8 0,005
2 3074,5 2905,3 0,002
3 4984,2 5363,5 0,003
NOTE  The formula used for the calculations of relative variance in Table 11 is given in
Annex E, Formula (E.1) used in a squared form.
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Table 11 (continued)

Sample Analyst 1 Analyst 2 Relative variance
4 1114,0 10471 0,002
5 651,1 778,3 0,016
Mean 0,006
NOTE The formula used for the calculations of relative variance in Table 11 is given in
Annex E, Formula (E.1) used in a squared form.

The square root of the mean relative variance is the average value of the relative uncertainty of reading
MPN by different operators In the numerical example its value is 0 077 (77 %)

7 Designs for single laboratory verification of a method

7.1 General considerations

This section describes the procedures to be carried out in order to verify that th¢ method is performing
adequately |n a given laboratory. The characteristics studies (see Table 12) dre not as broad as those
used for the initial determination of performance characteristics and the number of data ppints
required is generally lower.

Table 12 -— Minimum performance characteristics required for single laboratory verification

Parameter Definition

Sensitivity The fraction of the total positivesa cerrectly assigned in the presumptive court

Specificity The fraction of the total negativesbicorrectly assigned in the presumptive count

False positivie rate The fraction of positive results-(e.g. typical colonies) that are subsequently shojvn
to be due to non-target orgahisms

False negatiye rate The fraction of negativesesults (e.g. atypical colonies) shown to be target organjsms

Selectivity The ratio of the nuniber of target colonies to the total number of colonies in the]
sample volume

Efficiency The fraction ef total colonies correctly assigned in the presumptive count

Repeatability Precision under repeatability conditions (same operators, same operating condi-
tions, short period of time...)

Uncertainty of counting | The xéldtive standard deviation of replicate counts of the target obtained by
repeated counting (plates, fields, tubes, etc.) under stipulated conditions (samg
person, different person, same laboratory, etc.)

a  Positives|may be colony’counts, positive reaction vessels (MPN) or cell counts.

b Negativeg may be-atypical colonies, negative reaction vessels (MPN) or cells without the specific characterfstics
required.

7.2 Calculation of sensitivity, specificity, efficiency, selectivity, false positive rate anc
false negative rate

7.2.1 Type of sample to be used

Samples containing 20 to 80 target organisms per volume examined are prepared. Naturally
contaminated materials are preferred for the preparation of samples wherever possible. For faecal
indicator bacteria, sewage polluted surface water or sewage effluent can be used. The samples are then
examined by the procedure being studied. Typical and atypical colonies (i.e. those having the typical
appearance of the target organism and those not having the typical appearance of the target organism)
are counted. Both typical and atypical colonies are then identified using an appropriate procedure
which could include commercially available microbial identification kits, DNA sequencing or other
specified procedures.
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The types of sample to be used vary with the method being studied and the target organism. For
example, for methods for total coliforms drinking water spiked with surface water or sewage effluent
is appropriate. Make dilutions in drinking water to obtain 20 to 80 target organisms per 100 ml. For
membrane filtration methods that detect both total coliforms and E. coli on the same membrane, the

target number of E. coli could be 10 colony forming units or possibly even less.

7.2.2 Number of samples

A minimum of five samples of drinking water should be spiked. The surface water or sewage used to
prepare the spike material should be obtained from at least two sources.

7.2.3

Procedure for confirmation

Samples are incubated and all colonies confirmed according to the procedures @ppropriate to the

meth
cyto
then
vess

Whe
nece
thet

(e.g.
com

7.2.4

7.2.4

od (e.g. for 1SO 9308-1[10] all presumptive coliforms must be tested fér)the pr
"hrome oxidase). Where methods have no confirmatory procedures (e.g. [SB,9308-2[11
results are recorded as described in the method with no confirmation. Colonies
ls: wells, tubes, etc.) are recorded as positive or negative.

h determining the parameters sensitivity, specificity, false positive-rate and false nega
5sary to apply a further confirmatory test to confirm (corrobordte) or deny the results g
bst method. Tests based on commercially available identifieation kits or other phenoty
tests for a certain trait or enzyme system) are recommended, while the use of tests
position (e.g. MALDI-TOF) or molecular methods can beimainly used for primary chara

Categorical performance characteristics

.1 When a confirmation step is included in¢he method, the identification data can be

oduction of
) described,
(or reaction

[ive rate itis
enerated by
pic methods
of chemical
cterization.

divided into

four fategories:

a) number of typical colonies confirmed as being the target organism in the primary cpnfirmatory
tlest the identity of which is supported by the secondary identification test (true positiyes);

b) mnumber of atypical colonies, ax typical colonies that are negative in the primary confirmatory test
identified as being the target'organism by the secondary identification test (false negatives);

c) number of typical colonies confirmed as being the target organism by the primary cpnfirmatory
lest which are subsequently shown to not be the target organism by the secondary identification
flest (false positives);

d) mnumber of atypical colonies or typical colonies that are negative in the primary confirmation test
yhich aré shown by the secondary identification test to not be a target organism (true jnegatives).

7.2.4.2 /\In the case of methods without confirmatory procedure:

a) number of typical colonies identified as being the target organism by an external identification test
(true positives);

b) number of atypical colonies identified as being the target organism by an external identification
test (false negatives);

c) number of typical colonies identified as not being the target organism by an external identification
test (false positives);

d) number of atypical colonies identified as not being the target organism by an external identification

test (true negatives).
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7.2.4.3 The frequencies of these categories can be conveniently expressed in a 2 x 2 diagram:

Presumptive count
+ -
Confirmed + a b a+b
count
- c d c+d
a+c b+d n

The total number of testsisa+b +c+d=n.

The sensitivi
can be calcu

ity, specificity, selectivity, false positive rate and false negative rates for thejtarget orga
lated as follows:

nism

Sensitiity =a / (a + b)

Specifidity =d / (c + d)

False pqgsitive rate =c / (a + c)

False nqgativerate=b / (b + d)

Selectivlity=a / n
A further pprameter, efficiency (E), which gives the fraction of colonies correctly assigned, cdn be
calculatedas E = (a + d) / n.
NOTE Far MPN methods, the same approach catibe applied. The term “colonies” can be changed into

“aliquots”, “typical” into “positive” and “atypical” inte\‘negative”.

7.3 Determination of repeatability
The design for determining the repeatability performance of a method consists of 10 replicates df the
same sample which are analysed.in-repeatability conditions, i.e. by the same technician on the fame
day, at the spme approximate time-and all samples incubated in the same incubator.
A minimum|of three sets of\tepeatability data should be prepared using different sources of and levels
of target organisms. Naturally contaminated samples are preferable. The three sets of data are|then
collected and examinedusing the procedure described in 6.4.2.2.
7.4 Uncertainty of counting
The reliabilly—efthe-ecountsisdetermined-byrepeated—eountingof-thecoloniesof the same plates,

or positive tubes/wells of the same MPN system, within a short time. The observations on counting
uncertainty will give an indication of potential problems with use of the method. Uncertainty of
counting can be determined with single or multiple analysts. If multiple analysts routinely perform the

test then un

certainty of counting should be determined with multiple analysts (see 6.7).

7.5 Procedure for single laboratory verification

The minimum characteristics required for a single laboratory verification are presented in Table 13.
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Table 13 — Detailed requirements for the verification procedure

samples, colonies/CFU
and replicates

20 to 80 typical colonies
/sample.

100 to 400 typical colonies
(and associated atypi-
cal colonies) in the five

1 times 10 replicates each
- 20 CFU to 80 CFU

Categorical performance Repeatability 2 Uncertainty of counting
characteristics
Minimum number of 5 samples: 3 samples: 30 plates (preferably but

not necessarily from dif-
ferent samples)

Counts > 20 CFU.

No more than 300 colonies

per 90 mm plate or 80 per
A7 mm membrane filter.

samples Nomaorethan
I

300 colonies per 90 mm
plate or 80 per 47 mm

One analyst:

with surface water or sew-
age effluent.

(If spiked material, it
should be from at least
two sources).

with surfac€ water or sew-
age effluent.

Reference materials.

Water spiked with several

membrane filter. 30 saniples x 2 counts.
No replicates. Multiple analysts:
each analyst cpunts the
30 plates one fime only.
Type¢ of samples (in Naturally contaminated Naturally contaminated Naturally contiaminated
order of preference) samples (real samples). samples (real samples). samples (real gamples).
Drinking water spiked Drinking watef,spiked Drinking watefr spiked

with surface W
age effluent.

Reference mat

Water spiked ¥

fater or sew-

erials.

wvith several

pargdmeter/s needed

from typical and atypi-
cal colonies and confirm
/ identify the different
strains using appropriate
procedures.

counts.

strains (pure cultures) strains (pure ¢ultures)
of typical and atypical of typical and atypical
colonies isolated in the colonies isolatpd in the
laboratory. laboratory.
Analysts One or more analyst(s). Same analyst, same (or According to the laborato-
similar) time and same ry routine, theuncertainty
If several analysts are : .
o incubator per sample of counting m3y be calcu-
working in the laborato-
. lated for one aphalyst or
ry, several analysts are (but the different samples several (all) arjalysts ()
preférred. can be set up by different y '
analysts). Repeated courjts of the
Repeatability should be co_lor}les in the same plates
. within a short|time.
calculated for a single
analyst.
For the calculation-of the | To obtain pure cultures To compare microbial To compare mjcrobial

counts.

a  For MPN methods, an appropriate range should be selected based upon the specific design of the MPN procedure
(number of tubes/wells/dilutions).
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Table 13 (continued)

Categorical performance
characteristics

Repeatability 2

Uncertainty of counting

Procedure

1) If the method has a con-
firmation system: confirm
ALL colonies / strains.

2) If the method has not
a confirmation system:
identify ALL colonies /

For each sample (10 repli-
cates), calculate:

Arithmetic mean

2

xX=

ONE ANALYST

Calculate, for each plate,
the addition (x; +x,) and
the difference (x; —x,) of
both replicate counts.

strains using appropriate Variar%ge The relative variance of
SySTels. 5 each pair of counts x|
4 kinds (and numbers)of Z(xi —E) and x,)is:
colonies are obtained: s = —1

n—

Typical colonies confirmed
/ identified as being the
target organisms (true
positives).

Atypical colonies con-
firmed / identified as
being the target organisms
(false negatives).

Typical colonies confirmed
/ identified as not being
the target organisms (false
positives).

Atypical colonies con-
firmed / identified as not
being the target organisms
(true negatives).

Relative operational
variance

2 p—
5% —x

=2

X
Poison index of dispersion
(for 10 replicates, r-1=9)

2
10 x;
X = S
5
Compare(using appropri-
ate statistical tables) the
obsérved Zr2_1 value to

the theoretical limits of

2 _
uo—

X 2 distribution with
9 degrees of freedom with:

Critical values at 5 %

2
Xr-1,0,05
Critical values at 1 %

2
Xr-1,0,01

2
X =X
2 _ 1 2
urel,L_2
X tXx,

The average estimate qf the
petsonal (one analyst) frela-
tive variance of counting is
the arithmetic mean offthe
relative variances of the
different pairs of counts.

Its square root
(“rel L )><100 (expresdion

in %) is the relative
standard uncertainty pf
the repeatability of

counting by this perso

N ANALYSTS

For each plate, calculate
the relative variance:

B

2 S
Upel, =
m
where

m and s are respectively
the arithmetic mean apd
the standard deviation of
the N replicate values [cor-
responding to N analypts)
for the same plate.

The average estimate qf the
relative variance of coynt-
ingisthe arithmetic mkan

of the relative variances of
the different plates.

a  For MPN methods, an appropriate range should be selected based upon the specific design of the MPN procedure
(number of tubes/wells/dilutions).
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Categorical performance Repeatability 2 Uncertainty of counting
characteristics
The square root
(urel’L )xlOO (expression
in %) of the arithmetic
mean of the relative
variances of all the plates
is the estimated intralab-
oratory uncertainty of
counting
Resylts SENSITIVITY 1) If observed ONE ANALYST|
2 2
a/(a+b) Xr-1 <Xr-1,0,05 Theddeal valug of u . is
SPECIFICITY dispersion not significant- |<8,02 but valdes < 0,1 are
ly different from the one ) |atcepted. If th¢ value is
d/(c+d) predicted by the Poisson, [> 0,1, examine|the
FALSE POSITIVE RATE distribution. individual u? ., valuesin
re
c/(a+c) 2)If 13_1;0'05 < observed |search for reagons.
FALSE NEGATIVE RATE 2 2 N ANALYSTS
Xr-1 <Xr_150,01 -
b/((b+d) dispersionsignificant- The acc.eptabl(* levels vary
SELECTIVITY ly greater that the one depending notfonly on the
predicted by the Poisson method but onj the number
a/(@a+b+c+d) distribution. of analysts. Hqwever, a
EFFICIENCY , guideline va_llu e for multi-
3)If %1001 <Observed |pleanalystis (1.
(a+d)/(@a+b+c+d) ) Y
Ar-1
dispersion highly signifi-
cantly greater that the one
predicted by the Poisson
distribution.
Congult examples from |See.Worked example in See Worked example in See Worked egamples in
primary characterization |6.2.5 6.4.2 6.7.3 (one anallyst) and
6.7.4 (several dnalysts)
a  Hor MPN methods, an appropriate range should be selected based upon the specific design of the MPN procedure
(number of tubes/wells/dilutions).
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Annex A
(informative)

Mathematical models of variation

A.1 General

The chance
suspension
are involve
all microsc

distribution|

The Poisson|

A.2 Intri

The varianc
prove thatt
traditionally
likelihood-r

The relativd
generally to
constant pe

the number [of colonies.
0 zizﬁzﬁzi u X 1
x| x X \/; rel X2 x2 x
where
Urel is[the relative standard deviation;
S is|the standard{deviation;
X is|the numbeér of colonies observed.
EXAMPLE 1 | AA single plate count from a sample of a perfectly mixed suspension, say 48 colonies, h3

variation of particle numbers between parallel test portions is considerable even'‘i
is perfectly mixed (completely random) and no technical uncertainties of measure
. This unavoidable intrinsic variation is a property of suspensions andcthe sam
pic and colony counting methods. It can be mathematically modelled, by the Po

distribution does not fully account for the intrinsic variation of MPN.counts.

hsic precision of colony counts

e of the Poisson distribution is equal to the mean. Equality of mean and variance doe
I tested by the use of the Poisson index of dispersion )(;2_1 or the corresponding
htio statistic G2 (see also Annexes C and D).

variance of the Poisson distribution is indinverse relation to the mean count, or
tal count, of colonies in the detector. It means that with colony methods, precision is
rformance characteristic. The intrinsic-relative uncertainty can be reduced by incre

f the
ment
e for
sson

S not

he data follow a Poisson distribution but inequality proves that they do not. Compatibillity is

log-

more
not a
hsing

(A1)

s the

theoretical ré

lative precision of g = 1,/\/48 =+ 014 (14 %)

The dependence of the relative precision (ure], relative standard deviation) on the particle count
is illustrated in Figure A.1. Random relative uncertainty increases rapidly as the count decreases
below twenty.
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Figure A.1 — Relative standard deviation (expressed in %) of colony number in a perfectly
mixed suspension following the Poisson distribution
The graph shows why colony numbers such as 20, 25, or 30 have been traditionally cof
lowest statistically reliable counts. In the count range below ten, which happens to be of ¢
public health interest, single measurements are so imprecise that they can hardly be char
bett¢r than semi-quantitative. However, relative precision can be improved by carrying
meagurements.
EXAMPLE 2  Five parallel plates were inoculated with 1 ml test portions from the same laborator
number of colonies counted'were: 6, 7, 11, 6, 9.

Sum of countsip+7+11+6+9=39
Mean of.céunts: 39/5 =8
Thebretical relative precision of uye; = 1/v39 = +0,16 (16 %).

The theoretical relative standard deviation of a single measurement of 8 colon

|

es would be

o2 1/4/8 = 0,35 (35 %).

The Poisson model can be used for estimating the lowest theoretical statistical uncertainty at any
colony count and conversely for calculating the theoretical lowest count to reach a stipulated statistical

precision (see also Annex B).

A.3 Intrinsic precision of MPN counts

A.3.1 General

The relative precision of MPN methods depends, in addition to the count itself, on the choice of the
number of parallel tubes. Poisson distribution is assumed in every suspension but the presence-absence

probability of positive reactions adds to the intrinsic variability.
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A.3.2 Single dilution MPN

The relative precision of a single dilution series of nt tubes in terms of the standard deviation in the
natural logarithmic scale is expressed by Formula (A.2):

The x in the formula is the most probable number of organisms per tube which is estimated by

Formula (A.3):

u(ln M) = (A.2)

ny
x=In| A (A.3)
ne —np,
where
M is the MPN value;
x isthe number of organisms per tube;
ne is the number of tubes;
np is the number of positive tubes.
NOTE Fqrmulae (A.2) and (A.3) can be combined, which gives aformula showing that the relative preg¢ision

is completely|defined by the total number of tubes and the numberofpositive tubes.

Upel (M)

How the relgtive (logarithmic) precision:of an MPN estimate varies with the number of positive tubes is
illustrated ip Figure A.2.
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with 50 parallel tubes

e A.2 shows that the relative precision of MPN estimates has a minimum when 80 %

lard deviation) is therefore a function of the number of parallel tubes according to For]

1,24

e

incertainty of an"\MPN estimate cannot become any smaller than this. When the p
ives differs fram80 % the relative standard uncertainty becomes greater, but as Figui
is a relatively-long almost flat part of the precision curve between 60 % to 95 % posit

(InM)=

min

8 Multiple dilution MPN

1) “Exact” precision

pure A.2 — Relative standard deviation (expressed in %) of the single dilution MPN assay

of the tubes

ositive. According to Formulae (A.2) and (A.3), the best achievable precision (smallest relative

mula (A.4):

(A4)

roportion of
e A.2 shows
ives.

With multiple dilution MPN counts the relative precision is a wavy curve. It has as many local minima

asth

ere are dilution levels in the detector.

As an example, the relative standard deviation was calculated for the 3 x 10 tube MPN detector. Minima
occur when the first, second, and third series of parallel tubes in turn become 80 % full of positives.
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bure A.3 — Relative standard deviation (expressed in %) of 3 x 10 tube MPN

calculated relative standard deviation.

precision of a multiple dilution\MPN depends mostly on the number of parallel tube

tal axis represents the number of positive tubes in the whole set. The undulating ¢

Itiple dilutions are not, however, completely without effect. As an example, Figurd

urve

5 per
p A3

shows that the lowest of the minima-(the first one) for the 3 x 10 MPN systems has the value (,350
(35 %) whilpt the minimum relativestandard deviation for a ten-tube single dilution MPN accordipg to
Formula (A.#) is 0,392 (39 %).
A.3.3.2 Approximate characteristic precision
Cochran prdposed an approximate constant standard deviation for the entire MPN range. Accordipg to
Cochran’s equation, precision of the MPN estimate in logarithmic scale depends in a simple way op the
number of tlibes pérdilution (n¢) and on the dilution factor (f) between consecutive dilutions.

slg(M) o518 A.5)

N

The constant 0,58 was chosen “by the eye” for tenfold dilutions. If the dilution factor between dilutions
is less than ten, then the constant 0,55 can be used.

Cochran’s approximation is indicated by the horizontal line in Figure A.3. It is seen that the exact result

deviates mo

st from the approximation when most of the tubes in the set are negative.

The standard deviation of any individual MPN value is nowadays easily obtained by an appropriate
computer program. Despite its approximate nature, Cochran’s formula is useful in experimental

34
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planning and method comparisons (see example below). It gives an idea of the characteristic precision
of an MPN system.

EXA

MPLE Assume a determination based on the MPN detection system of 3 x 32 wells in 96-w

ell microtitre

plate. Suppose further a dilution factor f = 3 between consecutive dilutions. The standard deviation of g MPN,

acco

rding to Cochran’s approximate formula, is

1g3
slg(M)=0,55 /§—2=o,55 0,014 9 = 0,067

Conversion to natural logarithmic scale gives u In(M) = 2,303 x 0,067 = 0,155, approximately 15 %

relat

A4

A4.

In thle Poisson model technical and other additional uncertainties of progedure are assu
Prep

are

meas
expe
the H
meth

Anot]
disp¢
seled

(see

For

distn

happ
techpical uncertainties are dwarfed in comparison.

AA4.

The

\ A Pl CUISIVUIL.

Over-dispersion

|l General

aration of the initial suspension, dilution, inoculation, incubatigrand counting of
owever not entirely free of uncertainty. Every technical step ,adds to the total varig
urement. Parallel determinations involving the whole andlytical procedure canno
cted to follow the Poisson distribution. Over-dispersion, i€ variation greater than fully
oisson sense), between parallel observations can be obsérved. This additional variat
od-dependent.

ly

her factor that causes higher than Poisson varidtion is the use of partial confirm
brsion due to partial confirmation depends on the sample and the number and typq
ted for confirmation, not on the method itself: It forms a part of the uncertainty of m
SO 29201[15]).

these reasons, over-dispersion is the. normal state of microbiological test results
ibution is a simplified approximatien. The Poisson model nevertheless sometimes

ens when the uncertainty due‘to the intrinsic variation is very great due to low

A

The negative binomial model

L
4

common causes . 0f) over-dispersion, apart from the spurious errors, have effe

med absent.
the colonies
bility of the
t always be
 random (in
on is partly

ation. Over-
of colonies
easurement

hnd Poisson
works. That
counts. The

cts roughly

propprtional to the fiean or actually to the number of colonies. Other reasons for the same pattern of
overidispersion have’been described previously. As the intrinsic precision due to the randdm scatter of
particles in suspension follows the Poisson distribution, the total variance can be written as
52=)_(+u(2))_(2 (A.6)
where
% is the mean number of objects (particles, colonies...) counted;

up isthe over-dispersion, the relative operational standard deviation.

The first part of the variance is due to the Poisson process, the rest is due to the combined effect of all
the random over-dispersion factors. A statistical distribution with this model of variance is called a
negative binomial distribution (other names are Gamma Poisson distribution and Pascal distribution).
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The relative standard deviation of the distribution is

1 2
Upel = §+U0 (A7)

Figure A.4 shows the effect of different degrees of over-dispersion on the total relative precision
(relative standard deviation).

Upel
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© o o ug=0
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0 10 20 30 40 50 60 70 80 90 100 120

X
Key

x mean number of colonies

ure] relative §tandard deviation

Figure A.4 — Effectof-over-dispersion on the total relative precision
(relative standard deviation expressed in %)

Lower curve: the Poissonmodel with no over-dispersion; upper curves: negative binomial with L5 %
and 30 % ovier-dispersiof*{thoderate additional variation ug = 0,15 and 0,30).

The averagg (or mean)/colony number required to reach a given total relative precision is considefably
higher in anj oversdispersed situation than in the totally random (Poisson) case. It can be calculat¢d by
solving Formula\(A.7) for the mean colony number x.

EXAMPLE To achieve the relative standard deviation urel4 = 0,2 when the over-dispersion is ug = 0,15
requires, according to Formula (A.7), the colony number x = 1/(0,22 - 0,152) = 1/(0,04 - 0,022 5) = 57. The same
precision is reached in a fully random (Poisson) situation with the colony number x = 1/0,22 = 1/0,04 = 25.

NOTE It is clear that total precision lower than the over-dispersion cannot be achieved within a single
determination. The whole procedure could be repeated if better precision is required. With r parallel
determinations the total relative standard deviation can be roughly estimated from

1

Zz—

u - u
2 2
rel 0

where
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ZX is the total number of colonies recorded;

up isthe over-dispersion constant, the relative operational standard deviation.

A.5 Detection of over-dispersion

Existence of statistically significant deviation from the Poisson distribution can be tested by applying
the Poisson index of dispersion on a series of parallel counts

"Z"IZ (Z"I )2 rznz
1
(71 = = -2 (A.8)
Yo Yo
or by the corresponding likelihood-ratio test statistic which can be computed from
n:
G2, =2 Z(ni In n,-)—(Zn,-)ln z : (A9)

r

wherte in both formulae

1 is the number of parallel observations;

n; isthe ith observation (i = 1...r).

Both
conc

indices theoretically (asymptotically) follow thechi-square distribution, which enabl¢s statistical

usions on the presence of over-dispersion (or under-dispersion).
NOTH

Under-dispersion indicates ‘too close’ agreement of parallel counts. There are few natural reasons

for it
to hd
inady

codedl and mixed with other plates for cdunting.

It may occur when the test portions consume a large part of the test suspension. It has also b
ppen when the technician knows which*plates belong to the same parallel series and }
ertently steers the counts towards each other. Under-dispersion disappears if parallel platg

een observed
tnowingly or
s are blindly

A.6 | Quantifying over-dispersion
A.6.1 Anscombe’s method I
Ansdombe’s first method is applicable when enough independent observations on a singlg sample are
availpble to base(reliable estimation of the variance and mean on. In the range of mean values and
relatjve operational variances that are of interest in the use and evaluation of colony-counting methods,
Ansgombe’siméthod is efficient. It consists of solving Formula (A.6) for u(z)
2 p—
228 —X
g =—o (A.10)

To be efficient, the observations should be in the optimal counting range. The mean should not be
smaller than 20. This applies especially if the purpose is to estimate the operational variability in a
single experiment. If several experiments are available, care will be taken to check the operational
variability values obtained from low counts.

A.6.2 Regression approach

Whenever parallel observations on the same sample are available it is possible to calculate an estimate
of the variance and of the mean. A solution, also based on Formula (A.6), makes use of replicate data
from several samples. It is of advantage if the means cover a wide range. Series with more than two
parallels are preferable. At least thirty samples should be studied.
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Computing the variance-to-mean ratio (K) from several replicate sets provides a number of (x, K)
pairs. A regression line fitted on such data provides an estimate of the relative operational variance.

Dividing both sides of Formula (A.6) by the mean number of colonies yields an equation of a line. Its
slope represents the relative operational variance.

2
S
K:T
X

2
0

X

2
=1+u

)?"'U)? 2

0x

(A.11)

The random scatter is inevitably considerable if the estimates of mean and variance are based on

small numb

ers of parallel determinations. The advantage of this approach is that the estim

te of

over-disper
y-intercept i
If the y-inte}
in the test sy

NOTE Ed
Dilution factgq

A.6.3 Ind

Calculation
assurance p
for over-dis
makes use o

The relation

2 _E
Xn-1 =1

The varianc

5ion is based on a large selection of different samples. According to Formula (AA1]

, the

s expected to have the value 1. It may not appear so when the regression equation is f
cept is significantly higher than 1, it indicates over-dispersion also at the detectorlevd
Ispensions.

rmula (A.11) applies only when the mean is based on untransformed colony (or particle) nun
rs and/or logarithms are not used.

px of dispersion (x2 or G2) approach

of the index of dispersion of parallel determinations isi¢outinely applied for qy
urposes in many laboratories. As a consequence, large amounts of precision data sui
persion calculations may be automatically accumulated.' The third method of estim
f such data.

ship between the mean, variance, and the index<of'dispersion is

(n-1)

2

<

tted.
e, i.e.

bers.

ality

able

htion

\.12)

e-to-mean ratio multiplied by the.dégrees of freedom gives the value of the (Poisson) index

of dispersidn. The value of the corresponding log-likelihood-ratio statistic G2(;.1) can legitimately
be substituted for it. Dividing both sides of Formula (A.12) by the degrees of freedom (n-1) givef the
variance-tofmean ratio
2
x(n--l) 52
K= = — (A13)
n—1 X
Assuming that the negative binomial model is the most likely description of statistical variption
of parallel determinations, it is possible to insert the value of the variance-to-mean ratio ffrom
Formula (A.[l1):
52
K="—21%uix (h.14)
X
Rearranging and solving for the relative operational variance
K-
2 =K1 (A.15)
X

The mean of many estimates (respecting the algebraic sign) of relative operational variances from
different samples provides a value for a general over-dispersion constant. In this approach Poisson

distribution

38

of test suspensions is taken for granted (see A.6.2).
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A.6.4 Over-dispersion at detector level

Itis a classical observation that parallel counts from a single suspension can vary more than the Poisson
distribution accounts for. At this level, over-dispersion is caused by pipetting errors, uncertainty
of counting and spurious errors (“accidents”), and possibly by the sample properties and incubation
conditions. Over-dispersion at detector level is a useful quality assurance measure. It depends to some
extent also on the method. It can be detected by the indices of dispersion (x2, G2) (See A.6.3).
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Annex B
(normative)

Assessment of the lower limits

B.1 General

The lower W

Atvery low
The theoret
portion or a

Because mi

orking limits of microbiological methods are to a large extent matters of definition.

particle concentrations, all microbiological methods become essentially detection’ met
cal physical detection level for all methods is one particle of the target orgahism in thq
detection system, such as MPN.

Crobiological analytes consist of particles, there is a distinct statistical possibility t

microbe is

b
The detectiavlvn level is defined as the lowest analyte concentration that ean-be reliably detected (

probability
volume of m

The detectid

Alternativel
determinati

deviation equals the determined specified limit (see\also B.3). For colony count methods, I1SO

mentions a |
deviation off

B.2 Dete

B.2.1 Poij

The probability of a positive result’p(+) when the Poisson distribution prevails can be calculated fi

p(+)=1

Solving the

x=—ln[

[y, when a consensual relative standard dewviation can be determined, the lim|

sent from a test portion even though it is not absent from the labofatory sample.

bf a positive result). The count that conforms to this definition is, on average, 3 particle
aterial tested (see details in B.2).

n level is the property of suspensions and is the saméfer all colony count and MPN met

pon can be used. It corresponds to the lowest afialyte concentration where relative stan

imit of determination of 10 particles pertest portion, corresponding to a relative stan
around 32 %, in a fully random (Poisson) situation.

ction level based on probability

sson model

formulafor x gives

1=p(+)]

hods.
e test

hat a

D5 %
s per
hods.
it of
dard

8199
dard

om

(B.1)

(B.2)

where

e

X

is the base of natural logarithms;

is the number of particles per analytical portion.

One popular definition of the detection level is the concentration at which the probability of detecting
the presence of the analyte equals 95 % [p(+) = 0,95].

According to the equation x = -In(1-0,95) = -In(0,05) = 3,0. Thus, at the average count of 3 (particles
per test portion), the chances of detecting the presence of the analyte equals 0,95 (provided that the

Poisson dist

40

ribution prevails).
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The detection level is the property of suspensions and does not distinguish one method from another.
The detection level is the same for all colony count methods.

B.2.2 MPN methods

The detection level of MPN methods can be reasoned in the same way as for colony methods. The
probability of detecting the presence of the analyte in the MPN system is given by Formula (B.1).
Irrespective of the geometrical configuration the same average number of particles is needed in the

system to ensure detection of the analyte with a chosen probability.

B.2.3 Negative binomial model of over-dispersion

The
a neg
prob

B(-)=(1+uf%)

letection level, when defined in terms of probability can also be calculated from the p
fative result. Quoting Anscombe, but changing the symbols to the ones used inthis d
hbility of a negative result (probability of zero) is given by Formula (B.3):

—l/ug

Solving for x gives the detection level when the probability (relative frequency) of negat

relat

As i
over

EXAN
an ov

jve operational variance have been given.

2
L p(-) 0 -1
ug

5 evident from Figure A.4 (A.4.2), the detectioh level is rather little affected b
dispersion (see example below).

(PLE The bacterial concentration required in order to achieve a 95 % probability of a pos
erdispersed situation depends on the relative operational variance. Assume a relative operatid

devidtion up = 0,30. Direct substitution of the-probability of a negative result p(-) = 1 - p(+) = 1-

Form
over-

NOTH
expel

B.3

B.3.

The
the p

ula (B.4) yields x = (0,05-0.09 - 1)/0,09.="3,44. The corresponding estimate with the Poisson dis
dispersion) would be x = -In(0,05),=-3/00 (see B.2.1).

There is no doubt that\some causes of over-dispersion might also affect parallel MP
imental data or mathematical models for the over-dispersed MPN case seem to be available at

Limit of determination based on precision

| General

hverage-concentration necessary for a specified relative uncertainty can be calculate
recision formulae for the number of colonies.

robability of
bcument the

(B.3)

ves and the

(B.4)

y moderate

tive result in
nal standard
,95 = 0,05 in
tribution (no

N results. No
present.

d by solving

B.3.2

Solvi

X

iaah | A n Y : 11
I'IIC FOISSOIT ITNTOUCH

ng Formula (A.1) for the number of colonies

is the number of colonies observed in the detection system;

ure] is the targeted relative precision (relative standard deviation).
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In a fully random (Poisson) situation, relative precision of 20 % is reached when the number of

colonies observed in the detection system equals x = 1/0,22 = 1/0,04 = 25.

B.3.3 The negative binomial model

Solving Formula (A.7) for the number of colonies
1

X=

u2

rel

where

B.6
: (B.6)

x is tlIle mean number of colonies;

!

Urel IS t

up ist
EXAMPLE

deviation is {
(0,04 - 0,022

B.3.4 Des

Irrespective
terms of pr
picture slig
the target v
analytical p

A method th
of missing)
method tha
only at the §
It is possibl
probability

e targeted relative precision;

e relative operational standard deviation.

To achieve the relative standard deviation uye = 0,2 when the relatiye operational stapdard
o = 0,15 requires, according to Formula (B.6) the mean colony numberZx = 1/(0,22 - 0,152] = 1/
)=1/0,017 5 =57. (Compare with the example in B.3.2).

ign detection levels

bd in
b the
cting

The

of the analytical technique, method, or target organism, the detection level defin
pbabilities varies very little. Only extreme degrees of over-dispersion might chang
htly. The examples presented previously showed- that e.g. 95 % probability of dete
ould require about 3 particles of the analyte\pér analytical portion, on the average
brtion in this case means the total volume oftest suspension seeded in the detector.

at can handle a test portion of 100 ml:hias a 95 % probability of detecting (5 % proba
the target when the average numbet-is approximately three in the test portion. An
[ can only handle a test portion-ef10 ml can detect the analyte at the same probability
verage density of thirty per 100-ml. Such design detection levels vary between methods.
e to doubt the validity of a method for a purpose if it is structurally limited so that the
bf detection is not sufficiefitjat concentrations that commonly occur.

hility
bther

42
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Annex C
(normative)

Assessment of the upper limit

General

The zlxumber of target organisms per test portion where the linearity begins to deteriorate‘i
as thie upper limit of the method.

Linegrity means a straight-line relationship of the observed result with concentration of th
micrpbiological contexts linearity means linear response of the count with the'volume of
Linearity is usually good at the low end of the scale, near the detection level.

C.2
The

Let n
dilut]

The log-likelihood ratio estimate of the proportionality (linearity) of the counts can be calg

o

A gu
the t

The number of germs per test portion where the linearity is lost can be regarded as the uppsg

NOTH

colonlies increases.

statistical calculations are based on the G2 index proceduré:

Statistical evaluation of the upper limit

colony counts x1, x2,..., X be obtained from the studj.ef the same test suspension in
jons that are related as the numbers R1, Ry,..., Ry.

L X X X ZX
(2 =2l x;In"Lax,InZ2 4 +x, ln—"—(Zx)xln

Ry R, R;; YR

de value can be obtained by referring to tables of y2 with n-1 degrees of freedom. Valug
hbulated value indicate departure’from proportionality at the chosen probability level

Linearity is an aspect of trueness. Deviation from linearity develops gradually as th

b considered

e analyte. In
fest portion.

volumes or

ulated from

€.1)

s exceeding

br boundary.

e number of
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Annex D
(normative)

Determination of the operational variability in repeatability and

intralaboratory reproducibility conditions

D.1 Gene€

A worked ey
included in {

a) Detecti
parallel

bn of over-dispersion by applying the Poisson index 6f )dispersion on each seri

RIS

ral case: Statistical evaluation in a repeatability experiment

ample with the minimum required number of data is presented in 6.4.2.2. If more dat|
he repeatability experiment, Tables D.1 and D.2 and Formulae (D.1) to (D.3),can be us{

Table D.1 — Tabulation of the counts in a repeatability experiment

Repeated measurements

ni nz nj

counts

r ist

nj ist

The Poissor
which enabl

|

!

les statistical conclusions pn the presence of over-dispersion (or under-dispersion).

h comparing the observed sz—l value to the theoretical limits of x2 distribution wit

led evaluatien, the theoretical limits are:
valueat.5 %: 13_1;0'05

valde at 1 %: %2 1,0.01

2

Xmo X

e number of parallel observations;
e ith observation (i = 1...r).

index of dispersion theoretically (asymptotically) follows the chi-square distriby

of freedom.

Q are
bd.

bs of

(D.1)

tion,

h r-1

Depending on the position of the observed value )(rz_l in relation to the theoretical limits, determine

for each analytical series the significance of the observed dispersion regarding the dispersion

b) Carryo

degreed
For a one-si
— critical
— critical
c)

predicte
44

d by the Poisson distribution.
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Table D.2 — Statistical assessment of the data set in a repeatability experiment

o 2 . ) Conclusion on the difference between the
Case Position of observed y,_, inrelation to the observed dispersion and the dispersion
theoretical limits predicted by the Poisson distribution

1 ) ) Dispersion not significantly different from
observed ., < Xr-10,05 the one predicted by the Poisson distribution
2 2 2 Dispersion significantly greater than the one

2 Xr-1;0,05 <observed ¥ 1 <X, 1,001 predicted by the Poisson distribution

2 2 Dispersion highly significantly greater than

3 Xr_10,01 <Observed ¥~ the one predicted by the Poisson distribution

If capes 2 or 3 are observed, the relative operational variance u(z, is calculated using [Anscombe’s
firstmethod.

(D.2)

wherre
2 is the variance of parallel observations;

iy is the arithmetic mean of parallel observations.
If cage 1 occurs, ug is not significantly different from. 0. For global assessment, the calculgted relative

operfptional variance as described above can be uséd.

To bg efficient, the observations should be_ in“the optimal counting range. The mean should not be
smaller than 20. This applies especially if the purpose is to estimate the operational vatiability in a
single experiment. If several experiments are available, care will be taken to check the|operational
varidbility values obtained from low €ounts.

Wheh the different sets of repeatability data are statistically processed, the arithmetic fmean of the
different relative operational.variances is calculated. Hence the average relative operationgl variability
corrg¢sponds to the repeatability performance of the method.

The final expression ofirépeatability in % can be deduced:

o =\u3 x100 (D.3)

D.2 | Géneral case: Statistical evaluation in an intralaboratory reproduci?ility
experi

A limited worked example (with a restricted number of data points) is presented in 6.4.3.1. Table D.3
can be used for the data processing of the intralaboratory reproducibility experiment.
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Table D.3 — Tabulation of the colony counts in an intralaboratory reproducibility experiment

Sample No Measurements
1 X11 X12
2 X21 X22
q Xg1 Xq2

a) Determi|ne the relative operational variance u§ using Anscombe’s first method for each pair of c:]\‘mts.

b) Calculate the average relative operational variance from the set of g pairs of counts-from the
differer|t tested samples. The final expression of intralaboratory reproducibility in %is the square
root of the average relative operational variance, multiplied by 100.

D.3 Gendral case: Statistical evaluation in an intralaboratory reproducibility
experiment for MPN methods

A worked example is presented in 6.4.3.2. Tables D.4 and D.5 and Formulae (D.4) to (D.7) can be[used
for the dataprocessing of the intralaboratory reproducibility experiment.

Table D.4 — Tabulation of MPN results in an intralaboratot'y reproducibility experimenft

Overlap of confidepce
Lower Upper Lower Upper intervals in
Sample | Measurements | confidence | confidence |¢ohfidence| confidence intralaboratory
limit limit limit limit reproducibility
conditions
M M; To,1 Fia To,2 T1,2
M1 M1z To,1,1 11,1 To2,1 T1,21 yes / no
2 Mz M32 To,1,2 T1,1,2 To,2,2 T1,2,2 yes / no
q Mg1 Mg T071,9 T1,1,q T0,2,9 T1,2,9 yes / no

Table D.5.==< Calculation of relative operational variance for MPN results

Intfalaborator Intrinsic Intrinsic Average Relative
Sample febroducibilit y variability for variability for intrinsic operationgl
p Y| first replicate second replicate variability variance
2 2 2 2 2
UR1 Ud1 Uq? Ug Up
2 2 2 2
1 Uz Ug1, Ugz 1 Ug g up,1
2 2 2 2
2 Uz, Ug1,2 Ugz 2 Ug 2 ug,2
2 2 2 2
a URyq Ud1q Udz,q Udz,q Uo,q
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,  (InMy —lan)2

Up' = D.4

R 2 (D.4)
2 2

u2 B (lnTLl —lnT(),l) .uz B (lnTLZ _1nTO,2> (D 5)

a1 2x1,96 1Hdz2 2x1,96 '
2

2 _Ud1tUdp 0.6)
" 2

4§ =uf —ug (D.7)

a) Determine the relative operational variance ug for each pair of counts.

b) (alculate the average relative operational variance from the set of q'pairs of MPN resy
different tested samples. The final expression u, in intralaboratery reproducibilit

in %) is the square root of the average relative operational variarice, multiplied by 100.

Its from the
y conditions
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Annex E
(normative)

Uncertainty of counting

E.1 General

Methods sh(Luld not be unduly sensitive to the operator. Operator effects are included in reproduci

tests (see |
assessment
effects (ISO

Itis useful t
differences

Differences
same plates
or collectivé
The relativd

than that callculated from duplicate counts by one person. (One pexson can usually duplicate the c

however wr
E.2 Stati
reading M

Assume a pl
numbers ob

Counting un

urel,L =

where

S(X):V

D.2) and collaborative method performance study (see Annex F) used for\pred
purposes. Global estimates of measurement uncertainty also include variou$ ope
29201[13]).

p assess clearly identified operator effects. The most important are the between-oper
n interpreting the presumptive count.

in interpretation can be studied efficiently by blind parallel redding of the colonies d
by the same or different operators (see E.2 and E.3). The exercise should produce indiv
e numerical estimates of counting uncertainty, expressed as relative standard devig
standard deviation calculated from the results of diffetent persons is more inform

ong, with considerable precision.)

stical determination of the uncertainty of counting colonies and
[PN

hte with the (unknown) number x of-characteristic colonies, and denote with x1, x2,..., x
cerved in counting of the plate by-the same person repeatedly or by different persons.

certainty ure L, is expressed as the relative standard deviation:

X

Z(Xi—)?)z

n-l

NOTE

Tllle same formula in a squared form is used for the determination of the uncertainty of reading

hility
ision
rator

ators

f the
idual
tion.
ative
punt,

L, the

(E.1)

MPN.

E.3 Individual (or personal) uncertainty of counting colonies

The estimate corresponds to a summary of the results of one person reading the same plates twice.

The relative

2 _
urel,L - 2[

variance of each pair is calculated using Formula (E.2):

:

X1 =X

Xl +X2

(E.2)

The average estimate of the squared personal uncertainty of counting is the arithmetic mean of the
relative variances of the pairs of counts.
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