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Foreword

ISO (the International Organization for Standardization) is a worldwide federation of national standards
bodies (ISO member bodies). The work of preparing International Standards is normally carried out
through ISO technical committees. Each member body interested in a subject for which a technical
committee has been established has the right to be represented on that committee. International
organizations, governmental and non-governmental, in liaison with ISO, also take part in the work.
ISO collaborates closely with the International Electrotechnical Commission (IEC) on all matters of
electrotechnical standardization.
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Introduction

This document has been drafted using, as a basis, ISO 21543 | IDF 201, which was prepared by Technical
Committee ISO/TC 34, Food products, Subcommittee SC 5, Milk and milk products, and the International
Dairy Federation (IDF).
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INTERNATIONAL STANDARD ISO 12099:2017(E)

Animal feeding stuffs, cereals and milled cereal
products — Guidelines for the application of near infrared
spectrometry

1 Scope

This|document gives guidelines for the determination by near infrared spectroscopy of ¢onstituents
such|as moisture, fat, protein, starch and crude fibre and parameters such as digestibility in animal
feeding stuffs, cereals and milled cereal products.

The ¢leterminations are based on spectrometric measurement in the near infrared spectral region.

2 Normative references

Therk are no normative references in this document.

3 Terms and definitions
For the purposes of this document, the following terms and definitions apply.
ISO gnd [EC maintain terminological databases for usein standardization at the following gddresses:

— IEC Electropedia: available at http://www.electropedia.org/

— ISO Online browsing platform: available‘at http://www.iso.org/obp

31
near|infrared instrument
NIR jnstrument

apparatus which, when used\under the conditions defined in this document, predicty constituent
contgnts (3.3) and technologiedl parameters (3.4) in animal feeding stuffs (3.2), cereals and rhilled cereal
products through relatienships to absorptions in the near infrared range

3.2
animal feeding stuffs
substance or product, including additives, whether processed, partially processed or unprocessed,
interjded to bewsed for oral feeding to animals

EXANPLE Raw materials, fodder, meat and bone meal, mixed feed and other end products, pet food, etc.

3.3
constituent content

mass fraction of substances determined using the appropriate, standardized or validated chemical
method

Note 1 to entry: The mass fraction is often expressed as a percentage.
Note 2 to entry: For examples of appropriate methods, see References [1] to [12].

EXAMPLE Moisture, fat, protein, crude fibre, neutral detergent fibre and acid detergent fibre.

© IS0 2017 - All rights reserved 1
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3.4

technological parameter

property or functionality of animal feeding stuffs (3.2), cereals and milled cereal products that can be
determined using the appropriate, standardized or validated method(s)

Note 1 to entry: It is possible to develop and validate NIR methods for other parameters and sample types than
listed above, as long as the procedure from this document is observed. The measuring units of the parameters

determined follow the units used in the reference methods.

EXAMPLE

Digestibility.

4 Princi

Spectral dat
concentrati

5 Appar

5.1 Near|

Instruments
wavelength
wavelength
interferome
should be p|

ple

a in the near infrared region are collected and transformed to constituent oryparan
ns by calibration models developed on representative samples of the products, concer

atus

nfrared instruments.

based on diffuse reflectance or transmittance measuremehnt covering the near inff
region of 770 nm to 2 500 nm (12 900 cm~1 to 4 000 cm-})or segments of this or at selg
5 or wavenumbers. The optical principle may be dispetsive (e.g. grating monochroma
tric or non-thermal (e.g. light emitting diodes, laser-diodes and lasers). The instru
rovided with a diagnostic test system for testingZphotometric noise and reproducil

heter
hed.

ared
pcted
[or's),
ment
ility,

wavelength
spectrophof

wavenumber accuracy and wavelength/Wavenumber precision (for scary
ometers).

ning

The instru
significant i

hent should measure a sufficiently large sample volume or surface to eliminate any
nfluence of inhomogeneity derived. from chemical composition or physical properties of

the test sample. The sample path length (sample thickness) in transmittance measurements should
be optimized according to the manufacturer’s recommendation with respect to signal intensitly for
obtaining lipearity and maximum signal/noise ratio.

5.2 Apprgpriate milling or grinding device, for preparing the sample (if needed).

NOTE Changes in grinding _drmilling conditions can influence NIR measurements due, for example, to
heating which can drive off volatile components such as water.

6 Calibration and/initial validation

6.1 Genefal

The instruntent shatt be catibrated before use. Caltbratton invoives the comparison with a Teference

and adjustment processes to the instrument. Because a number of different calibration systems can be
applied with NIR instruments, no specific procedure can be given for calibration.

For an explanation of methods for calibration development, see Reference [16] and the respective
manufacturer’s manual. For the validation, it is important to have a sufficient number of representative
samples, covering variations such as the following:

a) combinations and composition ranges of major and minor sample components;

b) seasonal, geographic and genetic effects on forages, feed raw material and cereals;

c) processing techniques and conditions;

d) storage conditions;
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https://standardsiso.com/api/?name=982ddbcc7e3e89cef7f767d0caf64632

e)
f)

i

NOTE

6.2

IS0 12099:2017(E)

sample and instrument temperature;

nstrument variations (i.e. differences between instruments).

For a solid validation, at least 20 samples are needed.

Reference methods

Internationally accepted reference methods for determination of moisture, fat, protein and other
constituents and parameters should be used. See References [1] to [12] for examples.

The

rafaranca mathaod vnead for calibhratian chanld ho in ctatictical cantral T+ ic accantinal

o know the

prec

Whe
unity

6.3

Inm
relat
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sion of the reference method.

Fe possible, references that provide measurement traceability to the SI (Interrnation
), such as certified reference materials, should be used.

Outliers

hny situations, statistical outliers are observed during calibrationdnd validation. Out
ed to NIR data (spectral outliers, hereafter referred to as “x-outliers”) or errors in re

or samples with a different relationship between reference datadnd NIR data (hereafter r¢

My_Ol

tliers”); see Figures B.1 to B.5 for examples.

he purpose of validation, samples are not to be regarded as outliers if they fulfil tl
itions:

hl system of

liers may be
Ference data
tferred to as

e following

a) if they are within the working range of the constituents/parameters in the calibration(s);

b) if they are within the spectral variation of'the calibration samples, as, for example, estimated by
ahalanobis distance;

c) ifthe spectral residual is below a liniit defined by the calibration process;

d) if the prediction residual is belowa limit defined by the calibration process.

If a shmple appears as an outli€r)then it should be checked initially to see if it is an x-outlier.|If it exceeds

the ¥-outlier limits defined fop the calibration, it should be removed. If it is not an x-outligr, then both

the reference value and the)NIR predicted value should be checked, e.g. by repeated measpurements. If

thes¢ confirm the original values, then the sample should not be deleted and the validatipn statistics

should include this sample. If the repeat values show that either the original reference valugs or the NIR

predjcted ones were4n error, then the new values should be used.

6.4 | Validation of calibration models

6.4.1 ““General

Before use, calibration equations shall be validated locally on an independent test set that is
representative of the sample population to be analysed. For the determination of bias, slope and for the
determination of standard error of prediction (SEP, see 7.5), at least 20 samples are needed. Validation
shall be carried out for each sample type, constituent/parameter, temperature and other factors known
to affect or expected to have an effect the measurement. The calibration is valid only for the variations,
i.e. sample types, range and temperature, used in the validation.

NOTE1 Calibration models can only be used in the range they have been validated.

Results obtained on the independent test set are plotted, reference against NIR, and residuals against
reference results, to give a visual impression of the performance of the calibration. The SEP is calculated
(see 7.5) and the residual plot of data corrected for mean systematic error (bias) is examined for
outliers, i.e. samples with a residual exceeding +3 ssgp.

© IS0 2017 - All rights reserved
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If the validation process shows that the model cannot produce acceptable statistics, then it should not

be used.

NOTE 2

covered range, the purpose of the analysis, etc., and is up to the parties involved to decide.

What will be acceptable will depend, for example, on the performance of the reference method, the

Where available and suitable, reference materials or certified reference materials can be used as part of
validation of calibration models.

The next step is to fit NIR, ynirs, and reference data, yref, by linear regression (yref = a + b x yN[Rs) to
produce statistics that describe the validation results.

6.4.2 Biaj

The data ar
NIR predict]
calibration i
equation.

6.4.3 Slope adjustment

If the slope,

Adjusting t}
is applied t
detect outli
include morj
independen

6.4.4 Exppansion of calibration set

If the accur
to include 1
is develope
validation s

are obtainedl on a validation set.

6.5 Chan

Unless addi
the method

For examplg
outside this
on grass sil

b correction

e also examined for a bias between the methods. If the difference between means df
ed and reference values is significantly different from zero, then this indieates that
s biased. A bias may be removed by adjusting the constant term (see 7.3).inthe calibr

b, is significantly different from 1, the calibration is skewed.

le slope/intercept of the calibration is generally not re€égnmimended unless the calibr
b new types of samples or instruments. If a reinvestigation of the calibration doe
er's, especially outliers with high leverage, it is preferable to expand the calibration §
e samples. However, if the slope is adjusted, the calibration should then be tested on 4
[ test set.

o]

hcy of the calibration does not meet expectations, the calibration set should be expa
hore samples or a new calibration~should be made. In all cases when a new calibr
l on an expanded calibration. set, the validation process should be repeated on a
bt If necessary, expansion ef the calibration set should be repeated until acceptable re

n

pes in measuringand instrument conditions

ional calibration-is performed, a local validation of a NIR method stating the accura
can generally’not be considered valid if the test conditions are changed.

, calibrations developed for a certain population of samples may not be valid for san

hgesMfrom one area may not give the same accuracy on silages from another area

genetic, gro

population, although the analyte concentration range is unchanged. A calibration devel{o
f

Aring and prnr‘nccing paramnfnrc are different

the
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htion

not

et to
new
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new
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Changes in the sample presentation technique or the measuring conditions, e.g. temperature, not
included in the calibration set may also influence the analytical results.

Calibrations developed on a certain instrument cannot always be transferred directly to an identical
instrument operating under the same principle. It may be necessary to perform bias or slope /
intercept adjustments to calibration equations. In many cases, it will be necessary to standardize
the two instruments against each other before calibration equations can be transferred[16l],
Standardization procedures can be used to transfer calibrations between instruments of different
types provided that samples are measured in the same way (reflectance, transmittance) and that the
spectral region is common.

If the conditions are changed, a supplementary validation should be performed.

© ISO 2017 - All rights reserved
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The calibrations should be checked whenever any major part of the instrument (optical system,
detector) has been changed or repaired.

7 Statistics for performance measurement

7.1

General

The performances of a prediction model shall be determined by a set of validation samples. This set
consists of samples which are independent of the calibration set. In a plant, it will be new batches; in
agriculture, it will be a new crop or a new experiment location.

This
valid|
valid
The 1
The

same

7.2

It is
pred

The 1

whet

The ¥
posit

A plg
of ob

set of samples shall be carefully analysed following the reference methods. Thecar
ation samples shall be emphasized and the precision of these results is more-impor
ation set than for the samples used at the calibration phase.

number of validation samples shall be at least 20 to compute the statisticsywith some ¢

NIR protocol used for the determination of the performances of the(pyediction model
as that used in routine (one measurement or two measurements);

Plot the results

important to visualize the results in plots, i.e. referernice vs. predicted values or 1
jcted values.

esiduals are defined by Formula (1):

i =Yi T Vi

i is the ith reference value (yref)i

2 is the ith predicted value\{ynirs) obtained when applying the multivariate NIR mog
1

vay the differences-are calculated will give a negative bias when the predictions are to
ive one when the-predictions are too low compared to the reference values.

t of the datadmmediately gives an overview of the correlation, the bias, the slope and t
vious outliérs (see Figure 1).

e to analyse
tant for the

bnfidence.

shall be the

esiduals vs.

€8]

lel.

o high and a

he presence

© ISO

2017 - All rights reserved


https://standardsiso.com/api/?name=982ddbcc7e3e89cef7f767d0caf64632

IS0 12099:2017(E)

Y
41
*
*
s | ; . ///
~ .
=z
7~
* L 4
/
31 ~— .
* * ‘
2 / 4
N 5
26 |
1
21 | | | | >
21 26 31 36 41 X
Key
1  45°line (ideal line with bias = 0 and slope = 1) X YNIRS
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3 linear regression line
4  outliers
5 bias
NOTE The outliers (key 4) have a strong influence on the calculation of the slope and should be remoyed if

the results arfe to be used for adjustments.

Figure 1 —<Scatter plot for a validation set, y,cr = f(a + b x ynIRS)

7.3 Bias

Most of the fimfe, a bias or systematic error is observed with NIR models. Bias can occur due to seperal
causes: new| samples of a type not previously seen by the model, drift of the instrument, drift in wet
chemistry, changes in the process, in the sample preparation, etc.

With n, the number of independent samples, the bias (or offset) is the mean difference and can be

defined by Formula (2):

I
e=—ci 2)
i=1
where e; is the residual as defined by Formula (1) resulting in Formula (3):
B LA _ =
e=- Zl,)’i—zl,)’i =y-y (3)
1= 1=

6 © IS0 2017 - All rights reserved
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yi  isthe ith reference value;

<l

<l

The stemifi

Ty, determines the limi

is the ith predicted value;

ts for accepting or rejecti

is the mean of the reference values;

is the mean of the predicted values.

chosgn from the new population; see Formula (4):
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fimits (BCLs),

ng formula performance on the small sef of samples

T, = i[t(l—a/Z)SSEP} /In (4)
whertte

&«  isthe probability of making a type I error;

a is the appropriate student’s t value for a two-tailed test with degrees of freedom associated

with ssgp and the selected probability of a type I erfer;

n is the number of independent samples;

4sep is the standard error of prediction (defined'in 7.5).
As an example, with n = 20, and ssgp = 1, the BCLis-are as in Formula (5):

T, =+(2,09x1) /20 = +0,48 (5)

This|means that the bias tested with ™20 samples shall be higher than 48 % of the standprd error of

predjction to be considered as different from zero.

Table 1 — Values of the t distribution with a probability a = 0,05 (5 %)

n t values n t values
10 2,23 75 1,99
15 2,13 100 1,98
20 2,09 200 1,97
30 2,04 500 1,96
40 2,02 1000 1,96
50 2,01 — —

NOTE The Excel function “TINV” can be used.a

a  Excel is the trade name of a product supplied by Microsoft. This
information is given for the convenience of users of this document and does
not constitute an endorsement by ISO of the product named. Equivalent
products may be used if they can be shown to lead to the same results.
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https://standardsiso.com/api/?name=982ddbcc7e3e89cef7f767d0caf64632

ISO 12099

:2017(E)

7.4 Root mean square error of prediction (spMsgp)

The spmsgp is defined by Formula (6):

(6)

is

This value c

SRMSEP incly
reference m

SRMSEP T

where

Q|

There is no
random err

7.5 Stand
The standay

accuracy of]
reference m

SSEP Z\J

'he residual of the ith sample;
he number of independent samples.
hn be compared with ssgc and ssgcy (see Annex C).

des the random error (ssgp) and the systematic error (bias). It includes’also the error g
ethods (as do ssgc and ssgcy); see Formula (7):

the number of independent samples;

the standard error of prediction (defined in Z5);

the bias or systematic error.

Hirect test for Sgpmsgep. This is the reason to separate the systemic error (bias or e ) an
r SSEP

Jard error of prediction{ssgp)

d error of prediction-(sstp), i.e. standard deviation of the residuals, which expresse
routine NIR results corrected for the mean difference (bias) between routine NIR
ethod, can be caleulated by using Formula (8):

fthe

(7)

d the

s the
and

(8)

where
n
€j

e

is the number of independent samples;
is the residual of the ith sample;

is the bias or systematic error.

The ssgp should be related to the ssgc (respectively, ssgcy; see Annex C) to check the validity of the
calibration model for the selected validation set.

© ISO 2017 - All rights reserved
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The unexplained error confidence limits (UECLs), Tyg, are calculated from an F-test (ratio of two
variances) (see Reference [18] and Table 2). See Formula (9):

Tyg =SsgcFlav,m) 9)

where

ssgc  is the standard error of calibration (see Annex C);

a is the probability of making a Type I error;

4 is n = 1 numerator degrees of freedom associated with ssgp of the test set;
1 is the number of samples in the validation process;
M isnc-p -1 denominator degrees of freedom associated with ssgc (standard error of calibration)

[n¢ is the number of calibration samples, p is the number of terms'or"PLS factors pf the model
or weights in the case of ANN (see Annex C). In ANN, weights dare all unknown pgrameters in
the model].

NOTHE 1  ssgc can be replaced by ssgcy, which is a better statistic than ssgc; very often, ssgc is tqo optimistic;
(SSEP P SSECV > SSEC)-

EXANMPLE Where n =20, a = 0,05, M = 100, and ssgp = 1, gives'the following value: Tyg = 1,30.
With|20 samples, a ssgp that is up to 30 % larger than the ssgecan be accepted.

NOTHE 2  The ExcelV function “FINV” can be used.

The F-test cannot be used to compare two calibrations on the same validation set. It needs (ps here) two
independent sets to work. Another test shall belused to compare two or more models on the sgme data set.

1) Excel is the trade name of a product supplied by Microsoft. This information is given for the convenience of
users of this document and does not constitute an endorsement by ISO of the product named. Equivalent products
may be used if they can be shown to lead to the same results.

© IS0 2017 - All rights reserved 9
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Table 2 — F values and squared root of the F values in function of the degrees of freedom of the
numerator associated with ssgp and of the denominator associated with ssgc

F(a,v,M) F(ot,v,M)
df (ssec) df (ssec)
df (ssgp) 50 100 200 500 1000 df (ssep) 50 100 200 500 1000
10 2,03 1,93 1,88 1,85 1,84 10 1,42 1,39 1,37 1,36 1,36
11 1,99 1,89 1,84 1,81 1,80 11 1,41 1,37 1,36 1,34 1,34
12 1,95 1,85 1,80 1,77 1,76 12 1,40 1,36 1,34 1,33 1,33
13 1,92 1,82 1,77 1,74 1,73 13 1,39 1,35 1,33 1,32 1132
14 1,89 1,79 1,74 1,71 1,70 14 1,38 1,34 1,32 1,31 1130
15 1,87 1,77 1,72 1,69 1,68 15 1,37 1,33 1,31 1,30 1429
16 1,85 1,75 1,69 1,66 1,65 16 1,36 1,32 1,30 1,29 1429
17 1,83 1,73 1,67 1,64 1,63 17 1,35 1,31 1,29 1,28 1128
18 |,81 1,71 1,66 1,62 1,61 18 1,30 1,31 1,29 1,27 1427
19 1,80 1,69 1,64 1,61 1,60 19 1,34 1,30 1,28 1,27 1126
29 1,69 1,58 1,52 1,49 1,48 29 1,30 1,26 1,23 1,22 1122
49 1,60 1,48 1,42 1,38 1,37 49 1,27 1,22 1,19 1,17 1,17
99 1,53 1,39 1,32 1,28 1,26 99 1,24 1,18 1,15 1,13 1412
199 1,48 1,34 1,26 1,21 1,19 199 1,22 1,16 1,12 1,10 1109
499 1,46 1,31 1,22 1,16 1,13 499 1,21 1,14 1,11 1,08 1,07
999 1,45 1,30 1,21 1,14 1,11 999 1,20 1,14 1,10 1,07 1405
NOTE 1 See pxplanation to Formula (9).
NOTE 2 dfis|the degree of freedom; n — 1 for ssgp; and n. - p &)1 for ssgc.
7.6 Slope
The slope, b} of the simple regression y<\u + b - y is often reported in the NIR reports and publicatfions.
Notice that the slope shall be calculated with the reference values as the dependent variable angd the
predicted NIR values as the independent variable, if the calculated slope is intended to be used for
adjustment jof NIR results (like”in the case of the inverse multivariate regression used to builg the
prediction model).
From the lepst squares-fitting, slope and intercept are calculated by Formula (10) and Formula{(11),
respectively:
b= Sﬂ (10)
52
y
where

N

\<)

[%5)
(NS

10

is the covariance between reference and predicted values;

is the variance of the n predicted values.
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a=y-by (11)

y is the mean of the reference values;

b is the slope;

F—isthemeanof the predicted vatues:
As for the bias, a t test can be calculated to check the hypothesis that b = 1 as in Formula (1P):
tobs = (12)
where
| 2 is the variance of the n predicted values;
'y
n is the number of independent samples;
Jres is the residual standard deviation.
The residual standard deviation, syes, is defined in-Eormula (13):
d 2
Z[J’i —(a+by; )J
3 res — = (13)
n—-2
where
1 is the number of ind€pendent samples;
¢ istheintercept(see Formula (11);
1 is the slope’(see Formula (10);
¥ isthedth reference value;
Vi is the ith predicted value obtained when applying the multivariate NIR model.
NOTE Sres is like ssgp when the predicted values are corrected for slope and intercept. Be aware to not
confuse bias and intercept. See also Figure 1.
The bias equals the intercept only when the slope is exactly one.
The slope, b, will be considered as different from 1 when Formula (14) applies:
Eobs 2t (1-g/2) (14)
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where

tobs

t(1-a/2)

:2017(E)

is the observed t value, calculated according to Formula (12);

is the t value obtained from Table 1 for a probability of a = 0,05 (5 %).

A too-narrow range or uneven distribution will lead to useless correction of the slope even when
the ssgp is correct. The slope can only be adjusted when the validation set covers a large part of the
calibration range.

EXAMPLE

For n =20 samples with a residual standard deviation [see Formula (13)] of 1, a standard deviation

of the predic

slope is not s
the tops valud

8 Sampl
Sampling is
NOTE R{

It is import
damaged or

1 1 £ C [a} 1 1 1 Il ol 4.0 1 1 1 1 L 1.1
cu vdiucs Ul ;)}’} — 4« dlIU 4 CL4ItUIdicU S1I0pC U1 U = 1,4, ULIC ODSCIVEU Logphs VAIUC IS 1,7 dlIU LI

gnificantly different from 1 as the t value (see Table 1) for n = 20 samples is 2,09. If the slope
is 2,6 and then the slope is significantly different than 1.

ing

not part of the method specified in this document.

commended sampling procedures are given in ISO 6497 and ISO 24333.

hnt that the laboratory receives a sample which is truly representative and has not
changed during transport or storage.

9 Procedure

9.1 Prep;

All laborato
the sample f

The prepar
preparation

Before the 3
the materia

For specific

Guidelines fi

9.2 Meas

Follow the i

iration of test sample

rom the time of sampling to the time.of commencing the procedure.

htion of samples for routine mleasurements needs to be made in the same way a
of the validation samples. It is necessary to apply standard conditions.

nalysis, the sample should-be taken in such a way as to obtain a sample representati
to be analysed.

procedures, see speeific NIR standards.

br specific NIR standards are given in Annex A.

urement

hstructions of the instrument manufacturer/supplier.

n the
s 1,3,

been

'y samples should usually be kept undef tonditions that will not change the composition of

5 the

ve of

The prepared sample should reach a temperature within the range included in the validation.

9.3 Evaluation of result

For the rout

ine results to be valid, they shall be within the range of the calibration model used.

Results obtained on samples detected as spectral outliers cannot be regarded as reliable.

If multiple measurements are made on the same sample, calculate the arithmetic mean if the
repeatability conditions (see 12.1) are observed.

For the expression of results, refer to specific NIR standards.

12
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10 Checking instrument stability

10.1 Control sample

At least one control sample should be measured at least once per day to check instrument hardware
stability and to detect any malfunction. Knowledge of the true concentration of the analyte in the
control sample is not necessary. The sample material should be stable and, as far as possible, resemble
the samples to be analysed. The parameter(s) measured should be stable and, as far as possible, identical
to or at least biochemically close to the sample analyte. A sample is prepared as described in 9.1 and
stored in such a way as to maximize the storage life. These samples are normally stable for lengthy
peri ds butthe cfnhi]ify should be tested in the actual cases. Control cnmp]nc should be o er]apped to

secufe uninterrupted control.

The recorded day-to-day variation should be plotted in control charts and investigated for significant
pattgrns or trends.

10.2 Instrument diagnostics

For scanning spectrophotometers the wavelength/wavenumber (see 5.1 accuracy and predision should
be checked at least once a week, or more frequently if recommended.by the instrument mpnufacturer,
and the results should be compared to specifications and requiremerits (see 5.1).

A sinpilar check of the instrument noise shall be carried out weeKly or at intervals recomménded by the
manfifacturer.

10.3 Instruments in a network

If seyeral instruments are used in a network, spécial attention shall be given to standardization of the
instruments according to the manufacturer’s recommendations.

11 Running performance check of calibration

11.1 General

The puitability of the calibration for the measurement of individual samples should be checked. The
outlipr measures used in'the calibration development and validation can be applied, e.g. Mahalanobis
distgqnce and spectraltesiduals. In most instruments, this is done automatically.

If th¢ sample doesnet pass the test, i.e. the sample does not fit into the population of the spmples used
for cplibration _and/or validation, it cannot be determined by the prediction model, unlegs the model
is chpnged. Thus, the outlier measures can be used to decide which samples should be |selected for
referfence analysis and included in a calibration model update.

If the ‘calibration model is found to be suitable for the measured sample, the spectrum |s evaluated
according to the validated calibration model.

NIR methods should be validated continuously against reference methods to secure steady optimal
performance of calibrations and observance of accuracy. The frequency of checking the NIR method
should be sufficient to ensure that the method is operating under steady control with respect to
systematic and random deviations from the reference method. The frequency depends inter alia on the
number of samples analysed per day and the rate of changes in sample population.

The running validation should be performed on samples selected randomly from the pool of analysed
samples. It may be necessary to resort to some sampling strategy to ensure a balanced sample
distribution over the entire calibration range, e.g. segmentation of concentration range and random
selection of test samples within each segment or to ensure that samples with a commercially important
range are covered.
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The number of samples for the running validation should be sufficient for the statistics used to check
the performance. For a solid validation, at least 20 samples are needed (to expect a normal distribution
of variance). One can fill in the results of the independent validation set for starting the running
validation. To continue with about 5 to 10 samples every week is sufficient to monitor the performance
properly. Using fewer samples it is hard to take the right decision in case one of the results is outside
the control limits.

11.2 Control charts using the difference between reference and NIR results

Results should be assessed by control charts, plotting running sample numbers on the abscissa and
the difference between results obtained by reference and NIR methods on the ordinate; +2 ssgp (95 %
probability)|and +3 ssgp (99,8 % probability) may be used as warning and action limits where theg ssgp
has been obtained on a test set collected independently of calibration samples.

If the calibr]
20 points sh

ation and the reference laboratories are performing as they should, then gnly"1 pc;[illnt in
ould plot outside the warning limits and 2 points in 1 000 points outside the‘action linpits.

Control cha
variation of]
However, to

ts should be checked for systematic bias drifts from zero, systematic patterns and excefsive
results. General rules applied for Shewart control charts may beused in the assessment.
b many rules applied simultaneously may result in too many false‘alarms.

The followir
a)

b) two out]

1g rules used in combination have proved to be useful in detéetion of problems:
one point outside either action limit;

of three points in a row outside a warning limit;
c) nine polnts in a row on the same side of the zero line.

Additional @
NIR and refq

ontrol charts plotting other features of the.funning control (e.g. mean difference bet)
rence results) and additional rules may/be applied to strengthen decisions.

ween

In the asses
NIR and ref]
reduced to §
the sggp[17Z].

sment of results, it should be remembered that ssgp and measured differences betyeen
erence results also include the imprecision of reference results. This contribution can be
h negligible part if the imprecision of reference results is reduced to less than one third of

brent
th NIR spectrometry.and reference methods to avoid the influence of day-to-day systematic
n, for example, reference analyses.

To reduce the risk of false alarms, thé control samples should be analysed independently (in diff
series) by bd
differences

If the warn

ng limits are often exceeded and the control chart only shows random fluctuations (as

opposed to
value. An at
not improve

If the caliby

[rends or systematic bias), the control limits may have been based on a too optimistig
tempt teforce the results within the limits by frequent adjustments of the calibratior

ation equations after a period of stability begin to move out of control, the calibr

SSEP
will

the situation in practice. The ssgp should instead be re-evaluated using the latest resullts.

htion

should be updated. Before this is done, an evaluation should be made of whether the changes could be
due to changes in reference analyses, unintended changes in measuring conditions (e.g. caused by a
new operator), instrument drift or malfunction, etc. In some cases, a simple adjustment of the constant
term in the calibration equation may be sufficient (an example is shown in Figure B.6). In other cases, it
may be necessary to run a complete re-calibration procedure, where the complete or a part of the basic
calibration set is expanded to include samples from the running validation, and perhaps additional
samples selected for this purpose (an example is shown in Figure B.7).

Considering that the reference analyses are in statistical control and the measuring conditions and
instrument performance are unchanged, significant biases or increased ssgp values can be due to
changes in the chemical, biological or physical properties of the samples compared to the underlying
calibration set.

Other control charts, for example, using z-scores, may be used.
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12 Precision and accuracy

12.1 Repeatability

The repeatability, i.e. the difference between two individual single test results, obtained with the same
method on identical test material in the same laboratory by the same operator using the same equipment
within a short interval of time, which should not be exceeded in more than 5 % of cases, depends on
the sample material, the analyte, sample and analyte variation ranges, method of sample presentation,
instrument type and the calibration strategy used. The repeatability should be determined in each case.

D 1 g =gy
12.2Reproducibility

The reproducibility, i.e. the difference between two individual single test results, obtained

test

exce
varig
The 1

12.3
The
indiy
the s
instr

The 1
case

12.4

Unce
to th

U

Ifan
of th

The s

13 1
The {

aterial by different laboratories and by different operators at different times, which s
eded in more than 5 % of cases, depends on the sample material, the analyte,-sample
tion ranges, method of sample presentation, instrument type and the calibration st
eproducibility should be determined in each case.

Accuracy

accuracy, which includes uncertainty from systematic déeviation from the true v
idual sample (trueness) and uncertainty from random variation (precision), depends

ument type and the calibration strategy used. Thetaccuracy should be determined i
eported ssgp and spmsgp values also include uncertainty of reference results which m4
to case.

Uncertainty

rtainty, Ue, is a parameter characterizing the dispersion of values that can reasonably 4
e result. For NIR predicted results,thle uncertainty is usually expressed by Formula (1

e = £2SRMSEP

hultiplier of 2 is used, this'can be understood to indicate limits corresponding to 95 %
e true value lying within the range + Ue.

rMsEp shall be determined locally.

[est report

estareport shall specify:

on identical
hould not be
and analyte
Fategy used.

hlue on the
inter alia on

ample material, the analyte, sample and analyte variation ranges, method of sample presentation,

n each case.
y vary from

e attributed

b):
(15)

probability

filn

a)
b)
‘)
d)
e)
f)

Pereeny |
CIrC—Satirptcy

the test method used, with reference to the relevant International Standard;
all operating conditions not specified in this document, or regarded as optional;
any circumstances which may have influenced the results;

the test result(s) obtained;

on at least 20 test samples (see Clause 11).
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Annex A
(informative)

Guidelines for specific NIR standards

Specific NIR standards may be developed for specific calibrations for the determination of specific
constituents and parameters in animal feeding stuff, cereals and milled cereal products by NIR
spectrometry.

A specific standard should

respect

indicatd

fix the g

specify

the recommendation of this document for the process of validation,

the procedure, the calculation and the expression of results.

A specific standard is not made for a particular apparatus and calibration.

These standards should follow the ISO format and provide information regarding

16

particular specifications to be met as range of concentration, accuracyrand precision,

ources of variation that shall be taken into account in the development of the model, a1

ared

, and

the type of samples and constituents/parameters determined followed by “near inff
spectrometry” and the calibration model(s) used in the title and the scope,

the reference methods used for the validation undéer “Normative references”,

the speg¢troscopic principle (e.g. NIR, NIT) and calibration principle (e.g. PLS, ANN),

the progedure(s) including preparation ¢f the test sample(s), measurement and quality contro
specificptions to be followed in termsof accuracy, precision and range; for example, as in Table A.1
for a validation set.

Table A.1 — Example for specifications given for a validation set

Component Medel N Precision Min Max RSQ
(ssep) % %

Fat ANN 183 0,50 2,8 12,9 0,94

Moisture ANN 183 0,47 9,2 12,3 0,83

Protdin ANN 179 0,72 11,0 29,1 0,96

Fibr ANN 123 111 0.5 180 090

Starch PLS 113 1,80 7,8 50,2 0,92
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Annex B
(informative)

Examples of outliers and control charts

Figure B.1 shows the determination of crude protein in forages, which is an example with no outliers.
The results were obtained on an independent test set of 95 samples using the developed calibration

equaltion: ssgp = 4,02; sRMsep = 6,05; Slope, b = 1,04.
275
225
'\ .
o 175
125
75
75 225 275
X
Key
13 ssgp limits, X NIR
45 degree line (ideal line withslope =1 and bias=0) Y reference
legression line
Figure B.1 — No outliers
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Figure B.2 shows an absorbance spectra with X-outlier. The series 1 (upper) spectrum indicates a
spectral outlier.

NV WN =

[«>2ENe] o o] < (] O o [ee] < S O N \

M © © & = M F VW KN & = N

® ® ® ® o & OO & & O © o O

— o (.AO
\J
Key S
1 series1 5 series5 OQ
2  series 2 6 series 6 Q
3  series 3 A wavelen m)
4 series 4 Y absorb@ce
S\

Figure B.2 — Absorbance s@ra with X-outlier
3

Figure B.3 shows a PCA score plot with X-outlier\i_f}?O

Key
1 outlier

Figure B.3 — PCA score plot with X-outlier (1)
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Figure B.4 shows a scatter plot with Y-outlier (1). The plot of reference vs. predicted values (or vice versa)
shows one sample (1) that strongly deviates from the other samples. If the reason for this deviation is
not related to NIR data (X-outlier), this sample will be a Y-outlier due to erroneous reference data or a
different relationship between reference data and spectral data.

Y20

19 |
18
17 |
16

15
14 |
13
12 |
11
10

Key
1  qutlier

TIR
Y eference

-

B.4 — Scatter plot with Y-outlier (1)
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Figure B.5 shows the determination of ADF in forages with Y-outlier (1).

450

400 A

350 -
>

300 -

250

200

450
X

Key
1  +3 sggp limits X . NIR
2 45 degréee line Y ~“reference
3 regressign line
4 outlier

Figure B.5 — Determination of ADF in forages with Y-outlier (1)
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Figure B.6 shows a control chart for determination of percent fat in cereals. No points are outside the
upper action limit (UAL) or the lower action limit (LAL). However, 9 points in row (e.g. 14 to 22) are on
the same side of the zero line. That indicates a bias problem. Two points (27 and 28) out of 3 points are
outside the lower warning limit (LWL) but none are outside the upper warning limit (UWL). This also
indicates a bias problem. No increase in random variation is observed. The spread is still less than 3 ssgp.

In conclusion, the calibration should be bias adjusted.

(Difference Reference - NIR is plotted. UAL/LAL = 3 ssgp and UWL/LWL = 2 ssgp)

100 —
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0,601 7 - " 7 -
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0P2 0 T . |

> 0,00 T2~

-0,20 + o

0,604 : 3

-0,80 4 4

-1,00 -

Key

pper action limit (UAL) X run number
Ipper warning limit (UWL) Y reference - NIR
lower warning limit (LWL)

BowWw N R

lower action limit (LAL)

Figure B.6 — Control chart for determination of percent fat in cereals
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Figure B.7 shows a control chart for determination of XXXX in YYY in the range 44 % to 57 %, where
recalibration was performed at point 35.

Viewing the first 34 points, one point is outside the UAL. This indicates a serious problem. Two points
(22 and 23) out of 3 points are outside the UWL. Two separate points are also outside the LWL. The
spread is uniform around the zero line (the 9-points rule is obeyed) but 5 point out of 34 points are
outside the 95 % confidence limits (UWL, LWL) and 1 point out of 34 points is outside the 99,9 %
confidence limits (UAL, LAL). This is much more than expected.

One reason for this picture could be that the ssgp value behind calculation of the limits is too optimistic.
This means the limits should be widened. Another reason could be that the actual samples are somewhat
different fr re—catibration—samptes—Tto-test-this—possibitity—the—ealibration—set-was—extended to
include the fontrol samples and a new calibration was developed. The performance of this calibrption
was clearly petter, as shown by the control samples number 35 to 62.
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