INTERNATIONAL ISO/IEC/
STANDARD IEEE
8802-1AS

First edition
2013-02-15

Information technology —
Telecommunications and-information
exchange between systems — Local|and
metropolitan area networks —

Part 1AS:

Timing and synchronization for time-
sensitive applications in bridged local
area networks

Technologies de l'information — Télécommunications et échange
d'information entre systémes — Réseaux locaux et métropolitains —

Partiec1AS

Reference number
| EC ISO/IEC/IEEE 8802-1AS:2014(E)

<©IEEE



https://iecnorm.com/api/?name=ea2d0c1e30b8bffe01e7cce011b2b8f3

ISO/IEC/IEEE 8802-1AS:2014(E)

© IEEE 2011

All rights reserved. Unless otherwise specified, no part of this publication may be reproduced or utilized otherwise in any form or by any
means, electronic or mechanical, including photocopying, or posting on the internet or an intranet, without permission in writing from 1SO,
IEC or IEEE at the respective address below.

ISO copyright office IEC Central Office Institute of Electrical and Electronics Engineers, Inc.
Case postale 56 3, rue de Varembé 3 Park Avenue, New York

CH-1211 Geneva 20 CH-1211 Geneva 20 NY 10016-5997, USA

Tel. +412274901 11 Switzerland E-mail stds.ipr@ieee.org

Fax +412274909 47 E-mail inmail@iec.ch Web www.ieee.org

E-mail copyright@iso.org Web www.iec.ch

Web www.iso.org
Published in Switzerland

ii © IEEE 2011 — Al rights reserved


https://iecnorm.com/api/?name=ea2d0c1e30b8bffe01e7cce011b2b8f3

ISO/IEC/IEEE 8802-1AS:2014(E)

Foreword

ISO (the International Organization for Standardization) and IEC (the International Electrotechnical
Commission) form the specialized system for worldwide standardization. National bodies that are members of
ISO or IEC participate in the development of International Standards through technical committees established
Ry the respective organization to deal with particular fields of technical activity. ISO and IEC fechnical
ommittees collaborate in fields of mutual interest. Other international organizations, governmental ‘and non-
overnmental, in liaison with ISO and IEC, also take part in the work. In the field of informationtechnolpgy, ISO
nd IEC have established a joint technical committee, ISO/IEC JTC 1.

QA0 0O

FEE Standards documents are developed within the IEEE Societies and the Standards Coordinating
Committees of the IEEE Standards Association (IEEE-SA) Standards Board. The IEEE-develops its sfandards
hrough a consensus development process, approved by the American National/Standards Institute, which
rings together volunteers representing varied viewpoints and interests to achieve-the final product. Voplunteers
re not necessarily members of the Institute and serve without compensatioh.‘While the IEEE administers the
rocess and establishes rules to promote fairness in the consensus development process, the IEEE Hoes not
ndependently evaluate, test, or verify the accuracy of any of the information contained in its standards.

_— Q) O N —

he main task of ISO/IEC JTC 1 is to prepare International Standards. Draft International Standards|adopted
y the joint technical committee are circulated to national bodies for voting. Publication as an International
tandard requires approval by at least 75 % of the national bodies casting a vote.

[ a Yl il |

ttention is called to the possibility that implementationlef this standard may require the use of subjert matter
overed by patent rights. By publication of this standard, no position is taken with respect to the exigtence or
alidity of any patent rights in connection therewith. ISO/IEEE is not responsible for identifying gssential
atents or patent claims for which a license may.be required, for conducting inquiries into the legal validity or
cope of patents or patent claims or determining whether any licensing terms or conditions prgvided in
onnection with submission of a Letter of Assurance or a Patent Statement and Licensing Declaratior] Form, if
ny, or in any licensing agreements are.reasonable or non-discriminatory. Users of this standard are g¢xpressly
dvised that determination of the validity of any patent rights, and the risk of infringement of such frights, is
ntirely their own responsibility. Eurther information may be obtained from ISO or the IEEE Sfandards
ssociation.
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SO/IEC/IEEE 8802-1AS was prepared by the LAN/MAN Standards Committee of the IEEE Computef Society
bs |[EEE Std 802.1AS-2011). It was adopted by Joint Technical Committee ISO/IEC JTC 1, Information
bchnology, Subcommittee SC 6, Telecommunications and information exchange between systems, in parallel
ith its approval _by)the ISO/IEC national bodies, under the “fast-track procedure” defined in thg Partner
tandards Development Organization cooperation agreement between ISO and IEEE. IEEE is responsible for
he maintenance of this document with participation and input from ISO/IEC national bodies.
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SO/IECHEEE 8802 consists of the following parts, under the general title Information technology —
Teleecommunications and information exchange between systems — Local and metropolitan area netyorks:
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— Part 1X: Port-based network access control

— Part 1AB: Station and media access control connectivity discovery
— Part 1AE: Media access control (MAC) security

— Part 1AR: Secure device identity

— Part 1AS: Timing and synchronization for time-sensitive applications in bridged local area networks
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— Part 15-4: Wireless medium access control (MAC) and physical layer (PHY) specifications for low-rate
wireless personal area networks (WPANs)
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Abstract: This standard defines a protocol and procedures for the transport of timing over bridged
and virtual bridged local area networks. It includes the transport of synchronized time, the selection
of the timing source (i.e., best master), and the indication of the occurrence and magnitude of timing
impairments (i.e., phase and frequency discontinuities).

Keywords: best master, frequency offset, grandmaster, IEEE 802.1AS, phase offset,
synchronization, syntonization, time-aware system
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IEEE Standards documents are developed within the IEEE Societies and the Standards Coordinating Committees of the
IEEE Standards Association (IEEE-SA) Standards Board. The IEEE develops its standards through a consensus
development process, approved by the American National Standards Institute, which brings together volunteers representing
varied viewpoints and interests to achieve the final product. Volunteers are not necessarily members of the Institute and
serve without compensation. While the IEEE administers the process and establishes rules to promote fairness in the
consensus development process, the IEEE does not independently evaluate, test, or verify the accuracy of any of the
information or the soundness of any judgments contained in its standards.

Lise of an [EEF Standard is wholly voluntary The TEEE disclaims liahility for any personal injury property or other
damage, of any nature whatsoever, whether special, indirect, consequential, or compensatory, directly or indirectly resulting
from the publication, use of, or reliance upon this, or any other IEEE Standard document.

The IEEE does not warrant or represent the accuracy or content of the material contained herein, and expressly disclaims
any express or implied warranty, including any implied warranty of merchantability or fitness for a specific purpose,\or-that
the use of the material contained herein is free from patent infringement. IEEE Standards documents are supplied ;‘AS IS.”

The existence of an IEEE Standard does not imply that there are no other ways to produce, test, measure,‘purchase, market,
or provide other goods and services related to the scope of the IEEE Standard. Furthermore, the viewpoint expressed at the
time a standard is approved and issued is subject to change brought about through developments’intthe state of the art and
comments received from users of the standard. Every IEEE Standard is subjected to review”at least every five years for
revision or reaffirmation, or every ten years for stabilization. When a document is more than, fiye"years old and has not been
reaffirmed, or more than ten years old and has not been stabilized, it is reasonable to conclude that its contents, although still
of some value, do not wholly reflect the present state of the art. Users are cautioned te ¢heck to determine that they have the
latest edition of any IEEE Standard.

In publishing and making this document available, the IEEE is not suggesting or rendering professional or other services for,
or on behalf of, any person or entity. Nor is the IEEE undertaking to perferm any duty owed by any other person or entity to
another. Any person utilizing this, and any other IEEE Standards*document, should rely upon his or her independent
judgment in the exercise of reasonable care in any given circumstarices or, as appropriate, seek the advice of a competent
professional in determining the appropriateness of a given IEEE standard.

Interpretations: Occasionally questions may arise regasding the meaning of portions of standards as they relate to specific
applications. When the need for interpretations is brought to the attention of IEEE, the Institute will initiate action to prepare
appropriate responses. Since IEEE Standards represent a consensus of concerned interests, it is important to ensure that any
interpretation has also received the concurrence of a balance of interests. For this reason, IEEE and the members of its
societies and Standards Coordinating Committees are not able to provide an instant response to interpretation requests
except in those cases where the mattef has previously received formal consideration. A statement, written or oral, that is not
processed in accordance with the IEEE-SA Standards Board Operations Manual shall not be considered the official position
of IEEE or any of its committees and shall not be considered to be, nor be relied upon as, a formal interpretation of the
IEEE. At lectures, sympofgia, seminars, or educational courses, an individual presenting information on IEEE standards shall
make it clear that his orher views should be considered the personal views of that individual rather than the formal position,
explanation, or interpretation of the IEEE.

Comments for révision of IEEE Standards are welcome from any interested party, regardless of membership affiliation with
IEEE. Suggestions for changes in documents should be in the form of a proposed change of text, together with appropriate
suppérting comments. Recommendations to change the status of a stabilized standard should include a rationale as to why a
reyision or withdrawal is required. Comments and recommendations on standards, and requests for interpretations should be
addressed to:

Secretary, IEEE-SA Standards Board

745 Tocs Lanc
Piscataway, NJ 08854
USA

Authorization to photocopy portions of any individual standard for internal or personal use is granted by The Institute of
Electrical and Electronics Engineers, Inc., provided that the appropriate fee is paid to Copyright Clearance Center. To
arrange for payment of licensing fee, please contact Copyright Clearance Center, Customer Service, 222 Rosewood Drive,
Danvers, MA 01923 USA; +1 978 750 8400. Permission to photocopy portions of any individual standard for educational
classroom use can also be obtained through the Copyright Clearance Center.
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Introduction

This introduction is not part of IEEE Std 802.1AS-2011, IEEE Standard for Local and metropolitan area networks—
Timing and Synchronization for Time-Sensitive Applications in Bridged Local Area Networks.

This standard specifies the protocol and procedures used to ensure that the synchronization requirements are
met for time-sensitive applications, such as audio and video, across bridged and virtual bridged local area
networks consisting of LAN media where the transmission delays are fixed and symmetrical; for example,
IEEE 802.3™ full-duplex links. This includes the maintenance of synchronized time during normatl
operation and following addition, removal, or failure of network components and network reconfiguration:-{t
specifies the use of IEEE 1588™ specifications where applicable in the context of IEEE Std 802.1D™;2004
and IEEE Std 802.1Q™-2005.? Synchronization to an externally provided timing signal (e.g., a reCognized
timing standard such as UTC or TAI) is not part of this standard but is not precluded.

This is the first edition of IEEE Std 802.1AS.

This standard contains state-of-the-art material. The area covered by this standatd’ is undergoing evolution.
Revisions are anticipated within the next few years to clarify existing material,jto correct possible errors, and
to incorporate new related material. Information on the current state ofthis’and other IEEE 802® standards
may be obtained from:

Secretary, IEEE-SA Standards Board
445 Hoes Lane

Piscataway, NJ 08854

USA

Notice to users

Laws and regulations

Users of these documents should consult all applicable laws and regulations. Compliance with the
provisions of thisSstandard does not imply compliance to any applicable regulatory requirements.
Implementers of“the standard are responsible for observing or referring to the applicable regulatory
requirementsy, [EEE does not, by the publication of its standards, intend to urge action that is not in
compliance Wwith applicable laws, and these documents may not be construed as doing so.

Copyrights

This document is copyrighted by the IEEE. It is made available for a wide variety of both public and private
uses. These include both use, by reference, in laws and regulations, and use in private self-regulation,
standardization, and the promotion of engineering practices and methods. By making this document
available for use and adoption by public authorities and private users, the IEEE does not waive any rights in
copyright to this document.

4nformation on references can be found in Clause 2.

viii © IEEE 2011 — All rights reserved
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Updating of IEEE documents

Users of IEEE standards should be aware that these documents may be superseded at any time by the
issuance of new editions or may be amended from time to time through the issuance of amendments,
corrigenda, or errata. An official IEEE document at any point in time consists of the current edition of the
document together with any amendments, corrigenda, or errata then in effect. In order to determine whether
a given document is the current edition and whether it has been amended through the issuance
of amendments, corrigenda, or errata, visit the IEEE Standards Association website at http://

ieeexplore.ieee.org/xpl/standards.jsp, or contact the IEEE at the address listed previously.

For more information about the IEEE Standards Association or the IEEE standards development prédess,
visit the IEEE-SA website at http://standards.iece.org.

Errata

Errata, if any, for this and all other standards can be accessed at the following URL: http:/
standards.ieee.org/reading/ieee/updates/errata/index.html. Users are encouraged/ tovcheck this URL for
errata periodically.

Interpretations

Current interpretations can be accessed at the following URL: hftp+//standards.ieee.org/reading/ieee/interp/
index.html.

Patents

Attention is called to the possibility that implementation of this standard may require use of subject matter
covered by patent rights. By publication of this\standard, no position is taken with respect to the existence or
validity of any patent rights in connection theréwith. A patent holder or patent applicant has filed a statement
of assurance that it will grant licenses onder these rights without compensation or under reasonable rates,
with reasonable terms and conditions-that are demonstrably free of any unfair discrimination to applicants
desiring to obtain such licenses. @ther Essential Patent Claims may exist for which a statement of assurance
has not been received. The IEEE is not responsible for identifying Essential Patent Claims for which a
license may be required,forconducting inquiries into the legal validity or scope of Patents Claims, or
determining whether any lieensing terms or conditions provided in connection with submission of a Letter of
Assurance, if any, Or if any licensing agreements are reasonable or non-discriminatory. Users of this
standard are expfessly advised that determination of the validity of any patent rights, and the risk of
infringement of such rights, is entirely their own responsibility. Further information may be obtained from
the IEEE Standards Association.
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IEEE Standard for
Local and metropolitan area networks—

Timing and Synchronization for
Time-Sensitive Applications in
Bridged Local Area Networks

IMPORTANT NOTICE: This standard is not intended to @ensure safety, security, health, or
environmental protection. Implementers of the standard are vesponsible for determining appropriate
safety, security, environmental, and health practices or regulatory requirements.

This IEEE document is made available for use subjectdo\important notices and legal disclaimers. These
notices and disclaimers appear in all publications containing this document and may be found under the
heading “Important Notice” or “Important Notices and Disclaimers Concerning IEEE Documents.”
They can also be obtained on request from~IEEE or viewed at hitp:/standards.ieee.org/IPR/
disclaimers. html.

1. Overview

1.1 Scope

This standard specifies the protocol and procedures used to ensure that the synchronization requirements are
met for time-sensitive applications, such as audio and video, across bridged and virtual bridged local area
networks consisting of local area network (LAN) media where the transmission delays are fixed and
symmetricaly for‘example, IEEE 802.3™ full-duplex links. This includes the maintenance of synchronized
time duringshormal operation and following addition, removal, or failure of network components and
networkeconfiguration. It specifies the use of IEEE 1588™ specifications where applicable in the context
of IEEE Std 802.1D™-2004 and IEEE Std 802.1Q™-2005. Synchronization to an externally provided
timing signal (e.g., a recognized timing standard such as UTC or TAI) is not part of this standard but is not
precluded.

1.2 Purpose

This standard enables stations attached to bridged LANs to meet the respective jitter, wander, and time
synchronization requirements for time-sensitive applications. This includes applications that involve

nformation on references can be found in Clause 2.
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multiple streams delivered to multiple endpoints. To facilitate the widespread use of bridged LANSs for these
applications, synchronization information is one of the components needed at each network element where
time-sensitive application data are mapped or demapped or a time-sensitive function is performed. This

standard leverages the work of the IEEE 1588 Working Group by developing the additional specifications
needed to address these requirements.
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2. Normative references

The following referenced documents are indispensable for the application of this standard (i.e., they must be
understood and used, so each referenced document is cited in text and its relationship to this document is
explained). For dated references, only the edition cited applies. For undated references, the latest edition of
the referenced document (including any amendments or corrigenda) applies.

IEEE P802.11v"M (D15.0, September 2010), Draft Standard for Information technology—

Telecommunications and information exchange between systems—Local and metropolitan area networks—
Specific requirements, Part 11: Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY)
Specifications—Amendment 8: IEEE 802.11™ Wireless Network Management.2

IEEE Std 802.1D™-2004, IEEE Standard for Local and metropolitan area networks—Media Access Control
(MAC) Bridges.>*

IEEE Std 802.1Q™- 2005, IEEE Standard for Local and metropolitan area networks— Virtfual Bridged Local
Area Networks.

IEEE Std 802.1ag™-2007, IEEE Standard for Local and metropolitan area netwotks—Virtual Bridged Local
Area Networks—Amendment 5: Connectivity Fault Management.

IEEE Std 802.3™-2008, IEEE Standard for Information technology—~Telécommunications and information
exchange between systems—Local and metropolitan area networl=Specific requirements, Part 3: Carrier
sense multiple access with collision detection (CSMA/CD) access method and physical layer specifications.

IEEE Std 802.3av™-2009, IEEE Standard for Informatiomtechnology—Part 3: Amendment 1: Physical
Layer Specifications and Management Parameters for 40 Gb/s Passive Optical Networks.

IEEE Std 802.11™-2007, IEEE Standard for Information technology—Telecommunications and information
exchange between systems—Local and metfopolitan area networks—Specific requirements, Part 11:
Wireless LAN Medium Access Control (MA€) and Physical Layer (PHY) Specifications.

IEEE Std 1588™-2008, IEEE Standard for a Precision Clock Synchronization Protocol for Networked
Measurement and Control Systems:

IETF RFC 3410 (Decembers2002), Introduction and Applicability Statements for Internet Standard
Management Frameworkj Case, J., Mundy, R., Partain, D, and Stewart, B.?

ITU-T Recommendation G.9960 (ex. Ghn), Unified high-speed wire-line based home networking
transceivers—System architecture and physical layer specification, June 2010.6

ITU-T Recommendation G.9961, Data link layer (DLL) for unified high-speed wire-line based home
networking transceivers, June 2010.

2IEEE P02 11v/D16 (Navember 2010)

IEEE Std 802.11v-2011 on 9 February 2011 and is available from the Institute of Electrical and Electronics Engineers, 445 Hoes Lane,
Piscataway, NJ 08854, USA (http:/standards.iece.org).

3EEE publications are available from the Institute of Electrical and Electronics Engineers, 445 Hoes Lane, Piscataway, NJ 08854, USA
(http://standards.ieee.org).

“The IEEE standards or products referred to in Clause 2 are trademarks owned by the Institute of Electrical and Electronics Engineers,
Incorporated.

SIETF RFCs are available from the Internet Engineering Task Force Web site at http://www.ietf.org/rfc.html.

ITU-T publications are available from the International Telecommunications Union, Place des Nations, CH-1211, Geneva 20,
Switzerland/Suisse (http://www.itu.int/).
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ITU-T Recommendation G.984.3, Amendment 2 (2009-11) Gigabit-capable Passive Optical Networks (G-

PON): Transmission convergence layer specification—Time-of-day distribution and maintenance updates
and clarifications, November 2009.

MoCA® MAC/PHY Specification v2.0, MoCA-M/P-SPEC-V2.0-20100507, Multimedia over Coax
Alliance (MoCA).”

"MoCA specifications are available from the Multimedia over Coax Alliance at http://www.mocalliance.org/specs.
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3. Definitions

For the purposes of this document, the following terms and definitions apply. The [EEE Standards
Dictionary: Glossary of Terms & Definitions should be consulted for terms not defined in this clause.®

3.1 accuracy: The mean of the time or frequency error between the clock under test and a perfect reference
clock over an ensemble of measurements.

3.2 Bridge: Either a MAC Bridge, as specified in Clause 5 of IEEE Std 802.1D-2004, or a VLAN-aware
Bridge, as specified in Clause 5 of IEEE Std 802.1Q-2005.

3.3 clock: A physical device that is capable of providing a measurement of the passage of time_since a
defined epoch.

3.4 direct communication: A communication of IEEE 802.1AS information between(twd time-aware
systems with no intervening time-aware system.

3.5 end station: A device attached to a local area network (LAN) or metropolitan‘area network (MAN),
which acts as a source of, and/or destination for, traffic carried on the LAN or MAN.

NOTE—In this standard, an end station is sometimes referred to as a station.”

3.6 event message: A message that is timestamped on egress frofia’time-aware system and ingress to a
time-aware system.

NOTE—See 8.4.3.

3.7 fractional frequency offset: The fractional frequency offset, y, between a measured clock and a
reference clock is defined as:

y :f;nif‘r
I

where f,, is the frequency of the measured clock and f,. is the frequency of the reference clock. The
measurement units of f,, and f,. are the same.

3.8 general message: A message that is not timestamped.

3.9 gPTP communication path: A segment of a generalized precision time protocol (gPTP) domain that
enables direct communtication between two time-aware systems.

NOTE—See 8.1}

3.10 grandmaster: The time-aware system that contains the best clock, as determined by the best
master.clock algorithm (BMCA), in the generalized precision time protocol (gPTP) domain.

3.11 message timestamp point: A point within an event message serving as a reference point for when a

L Hmestampistaken-

3.12 message type: The message type of a message is the name of the respective message, e.g., Sync,
Announce, Timing Measurement Action Frame.

8The IEEE Standards Dictionary: Glossary of Terms & Definitions is available at http://shop.ieee.org/.

Notes in text, tables, and figures of a standard are given for information only and do not contain requirements needed to implement this
standard.
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3.13 precision: A measure of the deviation from the mean of the time or frequency error between the clock
under test and a perfect reference clock.

3.14 primary reference: A source of time and/or frequency that is traceable to international standards. See
also: traceability.

3.15 recognized standard source of time: A recognized standard time source is a source external to IEEE
1588 precision time protocol (PTP) that provides time that is traceable to the international standards labora-

tories maintaining clocks that form the basis for the temps atomique international (international atomic
time) (TAI) and coordinated universal time (UTC) timescales. Examples of these are National Institute of,
Standards and Technology (NIST) timeservers and global positioning (satellite) system (GPS).

3.16 reference plane: The boundary between a port of a time-aware system and the network>physical
medium. Timestamp events occur as frames cross this interface.

3.17 residence time: The duration of the time interval between the receipt of a time synichronization event
message by a time-aware system, and the sending of the next subsequent timessynchronization event
message on another port of that time-aware system. The residence time can be differcnt for different ports.

NOTE—If a port of a time-aware system sends a time synchronization event message\without having received a time
synchronization event message, i.¢e., if sync receipt timeout occurs (see 10.6.3.1), the duration of the interval between the
most recently received time synchronization event message and the sent time”synchronization event message is
mathematically equivalent to residence time; however, this interval is not notmally referred to as a residence time.

3.18 stability: A measure of how the mean of the time or frequency error between the clock under test and a
perfect reference clock varies with respect to variables suchsas time, temperature, etc.

3.19 synchronized time: The synchronized time of afwevent is the time of that event relative to the grand-
master.

NOTE—If there is a change in the grandmaster or grandmaster time base, the synchronized time can experience a phase
and/or frequency step.

3.20 synchronized time-aware systems: Two time-aware systems are synchronized to a specified uncer-
tainty if they have the same epochsand their measurements of the time of a single event at an arbitrary time
differ by no more than that uncertainty.

NOTE—See 8.2.2.

3.21 syntonized timesaware systems: Two time-aware systems are syntonized if the duration of the second
is the same on both) which means the time measured by each advances at the same rate. They can but need
not share the same epoch.

3.22 time-aware Bridge: A Bridge that is capable of communicating synchronized time received on one
port te‘ether ports, using the IEEE 802.1AS protocol.

3.23 time-aware end station: An end station that is capable of acting as the source of synchronized time on

21 - 1 1 — £ 1 . 1e . -l RS mi mh mil oV Yo Wk BV W el - 1 1o il
UITTICIWUILR, UL UCSUIIAUUIT ULS yHUIITUHITZCUU HHIC USHIE I TR OUL. 1TAO PIULULUL, U UUUL.

3.24 time-aware system: A time-aware Bridge or a time-aware end station.

6 Copyright © 2011 IEEE. All rights reserved.


https://iecnorm.com/api/?name=ea2d0c1e30b8bffe01e7cce011b2b8f3

ISO/IEC/IEEE 8802-1AS:2014(E)

IEEE
TIMING AND SYNCHRONIZATION FOR TIME-SENSITIVE APPLICATIONS IN BRIDGED LANS Std 802.1AS-2011

3.25 timestamp measurement plane: The plane at which timestamps are captured. If the timestamp
measurement plane is different from the reference plane, the timestamp is corrected for ingressLatency and/
or egressLatency. See: reference plane.

NOTE—For timestamp on egress and ingress, see 8.4.3.

3.26 traceability: See IEEE Std 1588-2008, 3.1.44.

Copyright © 2011 IEEE. All rights reserved. 7


https://iecnorm.com/api/?name=ea2d0c1e30b8bffe01e7cce011b2b8f3

ISO/IEC/IEEE 8802-1AS:2014(E)

IEEE
Std 802.1AS-2011 IEEE STANDARD FOR LOCAL AND METROPOLITAN AREA NETWORKS—

8 Copyright © 2011 IEEE. All rights reserved.


https://iecnorm.com/api/?name=ea2d0c1e30b8bffe01e7cce011b2b8f3

TIMING AND SYNCHRONIZATION FOR TIME-SENSITIVE APPLICATIONS IN BRIDGED LANS

ISO/IEC/IEEE 8802-1AS:2014(E)

IEEE
Std 802.1AS-2011

4. Acronyms and abbreviations

ACK acknowledgement

ADEV Allan deviation

AP (wireless LAN) access point

AV audio/video

AVB audio/video bridging

AVB network  audio/video bridged network

BC boundary clock

BMC best master clock

BMCA best master clock algorithm

CSN coordinated shared network

CTC channel time clock

EPON IEEE 802.3 Ethernet passive optical network, as specified\in"IEEE Std 802.3-2008 and
IEEE Std 802.3av-2009

ESS extended service set

Ghn ITU-T G.9960 and ITU-T G.9961

GM grandmaster

GMT Greenwich mean time

GPS global positioning (satellite) systehi

gPTP generalized precision time protocol

1P Internet protocol

IS integration service

ISO International Organization for Standardization'”

ISS Internal Sublayer Service

LAN local areametwork

LLC logical link control

MAC media access control

MACsec media access control security

MAN metropolitan area network

MLEME IEEE 802.11 MAC layer management entity

MPCP IEEE 802.3 multipoint control protocol

MPDPDU IEEE 802.3 MPCP data unit

MII media-independent interface

MD media-dependent

19Information available at WWW.is0.01g.
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NTP network time protocol1 !

ocC ordinary clock

OLT IEEE 802.3 optical line terminal

ONU IEEE 802.3 optical network unit

OSSP organization-specific slow protocol

p2p peei-to-peer

PAR project authorization request

PICS Protocol Implementation Conformance Statement

PLL phased-lock loop

POSIX® portable operating system interface (see ISO/IEC 9945:2003 [B10]12)
PTP IEEE 1588 precision time protocol

PTPDEV PTP deviation

RTT round-trip time

SI international system of units

SM state machine

TAI temps atomique international (international atomiCtime)
TC transparent clock

TDEV time deviation

TDM time division multiplexing

TDMA time division multiple access

TG task group

TS timestamp

UCT unconditional transfer

uTC coordinated universal time

VLAN virtual {ocal area network

WG Workirig Group

WLAN wireless local area network

Unformation available at www.ietf.org/rfc/rfc1305.txt.
12The numbers in brackets correspond to those of the bibliography in Annex G.
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5. Conformance

This clause specifies the mandatory and optional capabilities provided by conformant implementations of
this standard. An implementation can:

a)  Compose all of part of the functionality of a system;

b) Provide, as specified by this standard, one or more instances of the MAC Service to other functional
entities whose specification is outside the scope of this standard;

¢) Provide, as specified by this standard, one or more instances of the MAC Internal Sublayer Service
(ISS) to other implementations or instances of the same implementation that conform to this
standard.

Accordingly, and as detailed in 5.3, this clause specifies conformance requirements for common systems and
for functional components within systems, possibly connected to other system components with*interfaces
that are not otherwise accessible.

5.1 Requirements terminology

For consistency with existing IEEE and IEEE 802.1 standards, requirements’ placed upon conformant
implementations of this standard are expressed using the following terminology:

a)  shall is used for mandatory requirements;

b) may is used to describe implementation or administratiyé\chioices (“may” means “is permitted to,”
and hence, “may” and “may not” mean precisely the same thing);

¢)  should is used for recommended choices (the behawiors described by “should” and “should not” are
both permissible but not equally desirable choiees),

The Protocol Implementation Conformance Statement (PICS) proforma (see Annex A) reflects the
occurrences of the words shall, may, and should-within the standard.

The standard avoids needless repetition and apparent duplication of its formal requirements by using is, is
not, are, and are not for definitions and’the logical consequences of conformant behavior. Behavior that is
permitted but is neither always required nor directly controlled by an implementer or administrator, or
whose conformance requirement’is-detailed elsewhere, is described by can. Behavior that never occurs in a
conformant implementation or,system of conformant implementations is described by can not. The word
allow is used as a replacement for the cliché “support the ability for,” and the word capability means “can be
configured to.”

5.2 Protocol lmplementation Conformance Statement (PICS)

The supplier of an implementation that is claimed to conform to this standard shall complete a copy of the
PICS proforma provided in Annex A and shall provide the information necessary to identify both the
supplier and the implementation.

& 3 Fime- Brid | {stati . |
An implementation of timing and synchronization in Bridges shall:
a)  Conform to the requirements of IEEE Std 802.1Q-2005;

b) Implement the generalized precision time protocol (gPTP) requirements specified in 8.2, 8.4, 8.5,
and 8.6;

Copyright © 2011 IEEE. All rights reserved. 11
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¢) Support the media-independent slave clock at least on one port (10.2.12), and on each supported
port, implement PortSyncSyncReceive function (10.2.7.3) and ClockSlaveSync function
(10.2.12.3);

d)  Support the requirements where no best master is present in the domain (10.2.12.2);

e)  Support the following best master clock algorithm (BMCA) requirements (10.3):
1)  Support the Time-aware system attributes and requirements (8.6.2);
2) Implement the BMCA (10.3.2);
3) Implement PortAnnounceReceive function (10.3.10);

4)  Implement PortAnnouncelnformation function (10.3.11);
5) Implement PortRoleSelection function (10.3.12).
f)  Implement SiteSyncSync function (10.2.6).

5.3.1 Time-aware Bridge and end station options
An implementation of Time-aware Bridge may:

a)  Support the following Grandmaster Capability (8.6.2.1 and 10.1.2):
1) Implement ClockMasterSyncSend function (10.2.8);
2) Implement ClockMasterSyncOffset function (10.2.9);
3) Implement ClockMasterReceive function (10.2.10).
b)  Support the media-independent slave clock on more than one par€(10.2.6);
¢)  Support the following Media Independent Master Capability en at least one port (10.2.11):
1) Implement PortSyncSyncSend function (10.2.11);
2) Implement PortAnnounceTransmit function (10.3.13);
3) Implement AnnouncelntervalSetting function (10(3)14);
4) Conform to Announce message requirements~(10.4.3);
5)  Support the Announce sequence number r€guirements (10.4.7);
6) Support the Announce message PDU reguirements (10.5).

5.4 MAC-specific timing and synchronization methods for IEEE 802.3 full-duplex
links

An implementation of Time-aware Bridges with IEEE 802.3 MAC services to physical ports shall:

a)  Conform to the requirennents of IEEE 802.1Q MAC-specific bridging methods;
b)  Support full-duplex‘gperation, as specified in 11.2 and IEEE Std 802.3-2008, 4.2 and Annex 4.

5.5 MAC-specific'timing and synchronization methods for IEEE Std 802.11-2007
An implementation of Time-aware Bridges with IEEE 802.11 MAC services to physical ports shall:

a) _( Gonform to the requirements of IEEE 802.1Q MAC-specific bridging methods;

b)— Conform to the requirements of TIMINGMSMT as specified in IEEE P802.11v (D15.0, September
2010);

¢)  Support the requirements as specified in 12.2;

d) Implement MDSync Message protocol, its message parameters and defaults (12.3).

5.6 MAC-specific timing and synchronization methods for IEEE 802.3 EPON
An implementation of Timing-aware Bridges with IEEE 802.3 EPON MAC services to physical ports shall:

a)  Conform to the requirements of IEEE 802.1Q MAC-specific bridging methods;

12 Copyright © 2011 IEEE. All rights reserved.
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b)  Support the requirements as specified in IEEE Std 802.3-2008, Multipoint MAC Control (64.2 and
64.3) and Multipoint PCS and PMA extensions (65);

c) Implement TIMESYNC Message protocol, and its message parameters and defaults (13.3.1);

d) Implement requester and responder functions (13.8.1 and 13.8.2).

5.7 MAC-specific timing and synchronization methods for coordinated shared
network (CSN)

An implementation of Timing-aware Bridges with CSN MAC services to physical ports shall:

a)  Conform to the requirements of IEEE 802.1Q MAC-specific bridging methods;

b) Implement path delay calculation, as specified in E.4;

c) Implement functionality of MDSyncSendSM and MDSyncReceiveSM state machines (E.3);
d) Implement CSN specific Grandmaster Capability (E.6.1).

Copyright © 2011 IEEE. All rights reserved. 13
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6. Conventions

6.1 General

This clause defines various conventions and notation used in the standard, i.e., naming conventions, service
specification method and notation, and data type definitions.

6.2 Service specification method and notation

The method and notation for specifying service interfaces is described in 6.10of IEEE Std 802.1ag-2007.

6.3 Data types and on-the-wire formats
6.3.1 General

The data types specified for the various variables and message fields define logiedl properties that are
necessary for correct operation of the protocol or interpretation of IEEE 1588 pteciSion time protocol (PTP)
or IEEE P802.11v message content.

NOTE—Implementations are free to use any internal representation of data typesuf the internal representation does not
change the semantics of any quantity visible via communications using the IEEE 802.1AS protocol or in the specified
operations of the protocol.

6.3.2 Primitive data types specifications

All non-primitive data types are derived from the “grimitive types in Table 6-1. Signed integers are
represented in two’s complement form.

Table 6-1—Primitive data types

Data type Definition

Boolean TRUE or FALSE

EnumerattotiN N-bit enumerated value

UlntegesN N-bit unsigned integer

IntegerN N-bit signed integer

Nibble 4-bit field not interpreted as a number

Octet 8-bit field not interpreted as a number

OctetN N-octet field not interpreted as a number,
with N> 1

Double Double precision (64-bit) floating-point
value

— 6.3.3 Derived data type specifications

6.3.3.1 ScaledNs
The ScaledNs type represents signed values of time and time interval in units of 2716 g

typedef Integer96 ScaledNs;
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For example: -2.5 ns is expressed as:
OxFFFF FFFF FFFF FFFF FFFD 8000

Positive or negative values of time or time interval outside the maximum range of this data type are encoded
as the largest positive or negative value of the data type, respectively.

6.3.3.2 UScaledNs

The UScaledNs type represents unsigned values of time and time interval in units of 2716 p.
typedef Ulnteger96 UScaledNs;

For example: 2.5 ns is expressed as:

0x0000 0000 0000 0000 0002 8000

Values of time or time interval greater than the maximum value of this data type@reéncoded as the largest
positive value of the data type, respectively.

6.3.3.3 Timelnterval
The Timelnterval type represents time intervals, in units of 2716 g

struct Timelnterval

{
I

Integer64 scaledNanoseconds;

For example: 2.5 ns is expressed as:
0x0000 0000 0002 8000

Positive or negative time intervals-qutside the maximum range of this data type are encoded as the largest
positive and negative values of the-data type, respectively.

6.3.3.4 Timestamp
The Timestamp typerepresents a positive time with respect to the epoch.

struct Timestamp

{
Ulnteger48 seconds;

Ulnteger32 nanoseconds;

35

The seconds member 1S the Integer portion ol the Umestamp i units ol seconds.
The nanoseconds member is the fractional portion of the timestamp in units of nanoseconds.
The nanoseconds member is always less than 10°.

For example:

16 Copyright © 2011 IEEE. All rights reserved.
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+2.000000001 seconds is represented by seconds = 0x0000 0000 0002 and nanoseconds= 0x0000 0001
6.3.3.5 ExtendedTimestamp
The ExtendTimestamp type represents a positive time with respect to the epoch.

struct Extended Timestamp

{

Ulnteger48 seconds;
Ulnteger48 fractionalNanoseconds;

¥3

The seconds member is the integer portion of the timestamp in units of seconds.

The fractionalNanoseconds member is the fractional portion of the timestamp in units of 278 bs
The fractionalNanoseconds member is always less than (216)(109).

For example:

+2.000000001 seconds is represented by seconds = 0x0000 0000 0002<and nanoseconds = 0x0000 0001
0000

6.3.3.6 Clockldentity
The ClocklIdentity type identifies a time-aware system.
typedef Octet8 Clockldentity;

6.3.3.7 Portldentity
The Portldentity type identifies a port of aitime-aware system.

struct Portldentity

{
Clockldentity clockldentity;

Ulnteger16 portNumber;
35

6.3.3.8 ClockQuality
The ClockQuality represents the quality of a clock.
struct:ClockQuality

{
Ulnteger8 clockClass;

Enumerations clockAccuracy;,
Ulnteger16 offsetScaledLogVariance;

Copyright © 2011 IEEE. All rights reserved. 17
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6.3.4 Protocol data unit (PDU) formats

6.3.4.1 General

The data types defined in 6.3.2 and 6.3.3 shall be mapped onto the wire according to the mapping rules for
the respective medium, e.g., IEEE Std 802.3-2008 and IEEE Std 802.11-2007, and the terms of 6.3.4.

IEEE 802.1AS PDUs consist of the messages defined or referenced in Clause 10, Clause 11, Clause 12, and

Clause 13, based on the data types defined in 6.3.2 and 6.3.3. The internal ordering of the fields of the
IEEE 802.1AS PDUs is specified in 6.3.4.3 to 6.3.4.5.

6.3.4.2 Numbering of bits within an octet
Bits are numbered with the most significant bit being 8 and the least significant bit being 1.

NOTE—The numbering and ordering of bits within an octet of a PDU, described here, is independent of and unrelated to
the order of transmission of the bits on the underlying physical layer.

6.3.4.3 Primitive data types

Numeric primitive data types defined in 6.3.2 shall be formatted with the’most significant octet nearest the
beginning of the PDU followed in order by octets of decreasing significance.

The Boolean data type TRUE shall be formatted as a single bit equal-to 1 and FALSE as a single bit equal to
0.

Enumerations of whatever length shall be formatted asthough the assigned values are unsigned integers of
the same length, e.g., Enumeration16 shall be formatted\as though the value had type Ulnteger16.

6.3.4.4 Arrays of primitive types

All arrays shall be formatted with the member having the lowest numerical index closest to the start of the
PDU followed by successively higher. fitmbered members, without any padding. In octet arrays, the octet
with the lowest numerical index is tetmed the most significant octet.

When a field containing more-than one octet is used to represent a numeric value, the most significant octet
shall be nearest the start of the PDU, followed by successively less significant octets.

When a single octet.contains multiple fields of primitive data types, the bit positions within the octet of each
of the primitive types as defined in the message field specification shall be preserved. For example, the first
field of the headér of PTP messages is a single octet composed of two fields, one of type Nibble bits 5-8,
and one of«type’ Enumeration4 bits 1-4, see 11.4.2 and 10.5.2.

6.3.4.5 Derived data types

Detived data types defined as structs shall be formatted with the first member of the struct closest to the

formatted according to its data type.

Derived data types defined as typedefs shall be formatted according to its referenced data type.

18 Copyright © 2011 IEEE. All rights reserved.
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7. Time synchronization model for a bridged local area network

7.1 General

This clause provides a model for understanding the operation of the generalized precision time protocol
(gPTP), which specifies the operation of time-aware systems on a bridged packet-switched LAN. Although
this standard is based on the precision time protocol (PTP) described in IEEE Std 1588-2008 (and, indeed, is

T proper profire of IEEE Std 1588 T particutar configurationsytiereare differemnces, wiicirare summarized

in7.5.

Although this standard has been written as a stand-alone document, it is useful to understand the IEEE 1588
architecture as described in Clause 6 of that document.

7.2 Architecture of a time-aware bridged local area network

A time-aware bridged LAN consists of a number of time-aware systems intercénnected by LANs that
support the gPTP defined within this standard. A set of time-aware systems that arednterconnected by gPTP-
capable LANSs is called a gPTP domain. There are two types of time-aware systents, as follows:

a) Time-aware end station, which if not grandmaster, is a recipient:of.tfime information, and

b) Time-aware Bridge, which if not grandmaster, receives time)information from the grandmaster
(perhaps indirectly through other time-aware Bridges), appli@s corrections to compensate for delays
in the LAN and the Bridge itself, and retransmits the cortected information.

This standard defines mechanisms for delay measuréments using standard-based procedures for the
following:

c) IEEE 802.3 Ethernet using full-duplex point-to-point links (Clause 11)

d) IEEE 802.3 Ethernet using passive opti¢al network (EPON) links (Clause 13)
e) IEEE 802.11 wireless (Clause 12)

f)  Generic coordinated shared networks (CSNs, e.g., MoCA and G.hn) (Annex E)

Figure 7-1 illustrates an example(time-aware network using all those network technologies, where end
stations on several local networks are connected to a grandmaster on a backbone network via an EPON
access network.
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Figure 7-1—Time-aw. etwork example

Any time-aware system with clock sourcing cé&g}ilities can be a potential grandmaster, so there is a
selection method (the best master clock algo%’@, or BMCA) that ensures that all of the time-aware systems
in a gPTP domain use the same gra ster.!> The BMCA is largely identical to that used in
IEEE Std 1588-2008, but somewhat simplified. In Figure 7-1 the BMCA process has resulted in the
grandmaster being on the network b@k one. If, however, the access network fails, the systems on a local
network automatically switch overtp one of the potential grandmasters on the local network that is as least
as “good” as any other. For «example, in Figure 7-2, the access network link has failed, so a potential
grandmaster that has a GP. &rence source has become the active grandmaster, and there are now two
gPTP domains where the@)l ed to be one.

"
QO
A

O
D
<</Q

13 There are, however, short periods during network reconfiguration when more than one grandmaster might be active while the BMCA
process is taking place.
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Figure 7-2—Time-aware network of Eigure 7-1 after an access network link failure

7.3 Time synchronization
7.3.1 General

Time synchronization in gPTR.is done the same way (in the abstract) as is done in IEEE Std 1588-2008: a
grandmaster sends information’ including the current synchronized time to all directly attached time-aware
systems. Each of these tinde-aware systems must correct the received synchronized time by adding the
propagation time needed+for the information to transit the communication path from the grandmaster. If the
time-aware systepms a time-aware Bridge, then it must forward the corrected time information (including
additional corréctions for delays in the forwarding process) to all the other attached time-aware systems.

To make this all work, there are two time intervals that must be precisely known: the forwarding delay
(called the residence time), and the time taken for the synchronized time information to transit the
conifiminication path between two time-aware systems. The residence time measurement is local to a Bridge
and/easy to compute, while the communication path delay is dependent on many things including media-
dépendent properties and the length of the path.

7.3.2 Delay measurement

Each type of LAN or communication path has different methods for measuring propagation time, but they
are all based on the same principal: measuring the time that a well-known part of a message is transmitted
from one device and the time that the same part of the same message is received by the other device, then
sending another message in the opposite direction and doing the same measurement as shown in Figure 7-3.

Copyright © 2011 IEEE. All rights reserved. 21


https://iecnorm.com/api/?name=ea2d0c1e30b8bffe01e7cce011b2b8f3

ISO/IEC/IEEE 8802-1AS:2014(E)

IEEE
Std 802.1AS-2011 IEEE STANDARD FOR LOCAL AND METROPOLITAN AREA NETWORKS—

initiator responder

tx: t1

A 2
tx: t3

rx: t4
know: t1,t2,t3,t4 only needed if tx3 cannot be
calculate: inserted in the delay
d=((t2-t1)+(t4-t3))/2 response "on the fly"

Figure 7-3— Example delay measurement
This basic mechanism is used in the various LANs in the following ways;

a)  Full-duplex Ethernet LANs use the two step peer-to-peer (P2P) path delay algorithm as defined in
IEEE Std 1588-2008, where the messages are, called Pdelay Req, Pdelay Resp, and
Pdelay Resp Follow_Up.

a) IEEE 802.11 wireless LANs use the Timing meaSurement procedure defined in IEEE P802.11v
(D15.0, September 2010), where the messages-are)the “timing measurement action frame” and its
corresponding “ACK.”

a) EPON LANSs use the discovery process, where the messages are “GATE” and “REGISTER_REQ.”

a) CSNs either use the same mechanism, as full-duplex Ethernet, or use a method native to the
particular CSN (similar to the way nafive methods are used by IEEE 802.11 and EPON).

7.3.3 Logical syntonization

The time synchronization correcétion previously described is dependent on the accuracy of the delay and
residence time measurements:\If the clock used for this purpose is frequency locked (syntonized) to the
grandmaster, then all the tinle interval measurements use the same time base. Since actually adjusting the
frequency of an oscillator'¢€.g., using a PLL) is slow and prone to gain peaking effects, time-aware Bridges
can correct time interval measurements using the grandmaster frequency ratio.

Each time-awdre jsystem measures, at each port, the ratio of the frequency of the time-aware system at the
other end ef'the link attached to that port to the frequency of its own clock. The cumulative ratio of the
grandmaster frequency to the local clock frequency is accumulated in a standard organizational type, length,
value (TLLV) attached to the Follow Up message. The frequency ratio of the grandmaster relative to the local
clock 1s used in computing synchronized time, and the frequency ratio of the neighbor relative to the local
olock is used in correcting the propagation time measurement.

The grandmaster frequency ratio is measured by accumulating neighbor frequency ratios for two main
reasons. First, if there is a network reconfiguration and a new grandmaster is elected, the nearest neighbor
frequency ratios do not have to be newly measured as they are constantly measured using the Pdelay
messages. This results in the frequency offset relative to the new grandmaster being known when the first
Follow_Up message is received, which reduces the duration of any transient in synchronized time during the
reconfiguration. This is beneficial to many high-end audio applications. Second, there are no gain peaking
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effects because an error in frequency offset at one node, and resulting residence time error, does not directly
affect the frequency offset at a downstream node.

7.3.4 Grandmaster (best master) selection and network establishment
All time-aware systems participate in best master selection so that the IEEE 802.1AS protocol can determine

the synchronization spanning tree. This synchronization spanning tree may be different from the forwarding
spanning tree determined by IEEE 802.1D and IEEE 802.1Q Rapid Spanning Tree Protocol (RSTP) since

the spanning tree determined by RSTP can be suboptimal, or even inadequate for synchronization.

gPTP requires that all Bridges and end-stations in the gPTP domain be time-aware-systems, i.e., the protoeol
does not transfer timing over “ordinary Bridges” (those that meet the requirements of IEEE Std 802.1D-
2004 or IEEE Std 802.1Q-2005, but do NOT meet the requirements of this standard). A time-aware-System
uses the peer delay mechanism on each port to determine if an “ordinary Bridge” is at the other‘end of the
link or in between itself and the Pdelay responder. If, on sending Pdelay Req

a)  no response is received,
b)  multiple responses are received, or
¢) the measured propagation delay exceeds a specified threshold, then

the protocol concludes that an “ordinary Bridge” or end-to-end TC (see JBEE Std 1588-2008) is present. In
this case, the link attached to the port is deemed not capable of punning gPTP, and BMCA ignores it.
However, the port continues to attempt the measurement of pfopagation delay using the peer delay
mechanism (for full-duplex IEEE 802.3 links), MPCP messages (for EPON), or IEEE P802.11v messages
(for IEEE 802.11 links), and periodically checks whether(the link is or is not capable of running
IEEE 802.1AS.

7.3.5 Energy efficiency

Sending PTP messages at relatively high rateswhen there is otherwise little or no traffic is counter to the
goal of reducing energy consumption. This $tandard specifies a way to request that a neighbor port reduce
the rate of sending Sync (and Follow Wp), peer delay, and Announce messages, and also to inform the
neighbor not to compute neighbor rate‘ratio and/or propagation delay on this link. A time-aware system
could do this when it enters low-pewer mode, but this standard does not specify the conditions under which
this is done; it specifies only the actions a time-aware system takes.
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7.4 Time-aware system architecture

The model of a time-aware system is shown in Figure 7-4.

Time-aware higher-layer application
(see clause 9)
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Figure 7-4=<Time-aware system model
A time-aware system consists of the following major parts:

a) Ifthe time-aware system includes application(s) that either use or source time information, then they
interface with the gPTP information using the application interfaces specified in Clause 9.

b) A single media-independent part that consists of ClockMaster, ClockSlave, and SiteSync logical
entities, one Qr inore PortSync entities, and a LocalClock entity. The BMCA and forwarding of time
informatiofitbetween logical ports and the ClockSlave and ClockMaster is done by the SiteSync
entity, while the computation of port-specific delays needed for time synchronization correction is
doneby-the PortSync entities.

¢c) Media-dependent ports, which translate the abstract “MDSyncSend” and “MDSyncReceive”
structures received from or sent to the media-independent layer and corresponding methods used for
the particular LAN attached to the port.

{w’ the case of full-duplex Ethernet ports, IEEE 1588 Sync and Follow Up messages are used, with an

additional TLV 1n the Follow up used for communication ol ratc ratio and information on phasc and
frequency change when there is a change in grandmaster. The path delay is measured using the two-step
IEEE 1588 peer delay mechanism. This is defined in Clause 11.

For IEEE 802.11 ports, timing information is communicated using the MAC Layer Management Entity to
request a “timing measurement” [as defined in [EEE P802.11v (D15.0, September 2010)], which also sends
everything that would be included in the Follow up message for full-duplex Ethernet. The timing
measurement result includes all the information to determine the path delay. This is defined in Clause 12.
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For EPON, timing information is communicated using a “slow protocol” as defined in Clause 13. CSNs use
the same communication system used by Ethernet full-duplex, as is defined in Annex E.

7.5 Differences between gPTP and PTP

a) gPTP assumes all communication between time-aware systems is done only using IEEE 802 MAC

PDUs and addressing, while IEEE 1588 supports various layer 2 and layer 3-4 communication
thod

THOToOtST

b) gPTP specifies a media-independent sublayer that simplifies the integration within a single timing
domain of multiple different networking technologies with radically different media acgess
protocols. The information exchanged between time-aware systems has been generalized to_support
different packet formats and management schemes appropriate to the particular networking
technology. IEEE 1588, on the other hand, is fully specified only for IP version 4, IR Version 6,
Ethernet LANSs, and several industrial automation control protocols.

c) In gPTP there are only two types of time-aware systems: end stations and Bridgesywhile IEEE 1588
has ordinary clocks, boundary clocks, end-to-end transparent clocks, and P2P tranSparent clocks. A
time-aware end station corresponds to an IEEE 1588 ordinary clock, and d\time-aware Bridge is a
type of IEEE 1588 boundary clock where its operation is very tightly/détined, so much so that a
time-aware Bridge with Ethernet ports can be shown to be matheratiCally equivalent to a P2P
transparent clock in terms of how synchronization is performed, assshown in 11.1.3. A time-aware
system measures link delay and residence time, and communicatesthese in a correction field.

d) Time-aware systems only communicate gPTP information directly with other time-aware systems.
That is, a gPTP domain consists ONLY of time-aware systems. Non-time-aware Bridges cannot be
used to relay gPTP information. In IEEE 1588 it is possible to use non-IEEE-1588-aware Bridges in
an IEEE 1588 domain, although this slows timing eonvergence and introduce extra jitter and wander
that must be filtered by any IEEE 1588 clock.

e) For Ethernet full-duplex links, gPTP requires, th€ use of the peer delay mechanism, while IEEE 1588
also allows the use of end-to-end delay measurement.

f)  For Ethernet full-duplex links, gPTP requires the use of two-step processing (use of Follow Up and
Pdelay Resp Follow Up messages.{6 eommunicate timestamps), while IEEE 1588 allows one-step
processing (embedding timestamps\in messages “on the fly” as they are being transmitted).

g) In steady state, there is only a §ingle active grandmaster in a time-aware network. That is, there is
only a single gPTP domain, whereas IEEE 1588 allows multiple overlapping timing domains.

h)  All time-aware systems in\a gPTP domain are logically syntonized, meaning that they all measure
time intervals using the-same frequency. This is done by the process described in 7.3.3, and is
mandatory. Syntonization in IEEE 1588 is optional, and the method used is not as direct and takes
longer to converge:

i)  The BMCA used in gPTP is the same as that used in IEEE 1588 with the following exceptions: (1)
Announcg messages received on a slave port that were not sent by the receiving time-aware system
are uséd yimmediately, i.e., there is no foreign-master qualification, (2) a port that the BMCA
determines should be a master port enters the master state immediately, i.e., there is no pre-master
state, (3) the uncalibrated state is not needed and, therefore, not used, and (4) all time-aware systems
are required to participate in best master selection (even if it is not grandmaster capable).

7). Finally, this standard includes formal interface definitions for the time-aware applications. (See
Clause 9.) IEEE Std 1588-2008 does not define how an application provides or obtains time

information
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8. IEEE 802.1AS concepts and terminology

8.1 gPTP domain

A gPTP domain, hereafter referred to as simply a domain, consists of one or more time-aware systems and
links that meet the requirements of this standard and communicate with each other as defined by the
IEEE 802.1AS protocol. A gPTP domain defines the scope of gPTP message communication, state,

[ OPCTAtioNs, data Sets; and timescate:

The domain number of a gPTP domain shall be 0.

NOTE—In steady state, all time-aware systems in a gPTP domain are traceable to a single grandmaster.

8.2 Timescale
8.2.1 Introduction

The timescale for a gPTP domain, referred to as the PTP timescale, is establishéd by the grandmaster. The
IEEE 802.1AS timescale is continuous and can be traceable to TAIL. The\value of the second is the
international second, SI, within the accuracy supported by the gPTP defmain. The epoch is the PTP epoch
(see 8.2.2).

8.2.2 Epoch
The epoch is the origin of the timescale of a gPTP domain:
The PTP epoch is 1 January 1970 00:00:00 TAIL which is 31 December 1969 23:59:51.999918 UTC.

NOTE—The PTP epoch is set such that a direct application of the POSIX algorithm to a PTP time-scale timestamp
yields the ISO 8601:2004 [B8] printed representation of TAI.

See Annex C for information on converting between common timescales.

8.2.3 UTC Offset

It is possible to calculatedUTC time using the currentUtcOffset field value of the time properties data set, if
the time source is traceable to TAI and the currentUtcOffset field is valid. The value of currentUtcOffset
shall be: currentUte©ffset = TAI — UTC, where TAI is the TAI time and UTC is the UTC time.

NOTE—As of Othours 1 January 2009 UTC, UTC was behind TAI by 34 s, i.e., TAI - UTC =+34 s. At that moment the
IEEE 802.1AS\defined value of currentUtcOffset became +34 s (see Service de la Rotation Terrestre [B17] and U.S.
Naval Observatory [B19]).

It is<possible to calculate local time from the time provided by a gPTP domain using the currentUtcOffset
field value of the time properties data set and knowledge of the local time zone and whether and when
daylight savings time is observed.

8.2.4 Measurement of time within a gPTP domain

Time in a gPTP domain shall be measured as elapsed time since the PTP epoch.
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8.3 Communication path asymmetry

This standard requires the measurement of the mean propagation time (also referred to as the mean
propagation delay) between the two endpoint time-aware systems of a link. The measurement is performed
by one of the time-aware systems, the initiator time-aware system, sending a message to the other time-
aware system, the responder time-aware system. The responder then sends a message back to the initiator at
a later time. The departure of the message sent by the initiator time-aware system is timestamped, and the
timestamp value is retained by that system. The arrival of this message at the responder time-aware system

is timestamped; the timestamp value is conveyed to the initiator time-aware system in a subsequent
message. The departure of the response message sent by the responder time-aware system (in response to the
message it receives from the initiator time-aware system) is timestamped, and the timestamp value-is
conveyed to the initiator time-aware system in a subsequent message. The arrival of this response fessage
at the initiator time-aware system is timestamped, and the timestamp value is retained by that system. The
mean propagation time is computed by the initiator time-aware system after receiving the response message,
from the four timestamp values it has at this point.

Typically, the propagation time is not exactly the same in both directions, and the degree’to which it differs
in the two directions is characterized by the delay asymmetry. The relatiod between the individual
propagation times in the two directions, the mean propagation time, and the delayasymmetry is as follows.
Let ¢;. be the propagation time from the initiator to the responder, #,; be(the propagation time from the
responder to the initiator, meanPathDelay be the mean propagation time,‘ahd delayAsymmetry be the delay
asymmetry. The propagation times in the two directions are illustrated-in, Figure 8-1.

Responder time-aware system

|
i

Initiator time-aware system

Figure 8-1—Propagation asymmetry

The meariPathDelay is the mean value of ¢;,. and ¢,;, i.e., meanPathDelay = (¢, + ¢,;)/2. The delayAsymmetry
is defified as

t;»='meanPathDelay — delayAsymmetry, and

t,, = meanPathDelay + delayAsymmetry.

In other words, delayAsymmetry is defined to be positive when the responder to initiator propagation time is
longer than the initiator to responder propagation time.

This standard does not explicitly require the measurement of delayAsymmetry; however, if
delayAsymmetry is modeled, it shall be modeled as specified in this clause.
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NOTE—A time-aware system can change the value of delayAsymmetry during operation using methods not specified in
this standard.

8.4 Messages
8.4.1 General

All communications occur via PTP messages and/or media-specific messages.

8.4.2 Message attributes
8.4.2.1 General
All messages used in this standard have the following attributes:

a) Message class
b) Message type

The message class attribute is defined in this clause. The message type attribute/is defined in 3.12. Some
messages have additional attributes; these are defined in the subclauses wherg the respective messages are
defined.

8.4.2.2 Message class

There are two message classes, the event message class and the/general message class. Event messages are
timestamped on egress from a time-aware system and ingfess to a time-aware system. General messages are
not timestamped. Every message is either an event message or a general message.

8.4.3 Generation of event message timestamps

All event messages are timestamped on egress and ingress. The timestamp shall be the time, relative to the
LocalClock entity (see 10.1) at which thesmessage timestamp point passes the reference plane marking the
boundary between the time-aware system and the network media.

The definition of the timestamp measurement plane (see 3.22), along with the corrections defined as
follows, allows transmissionrdelays to be measured in such a way (at such a low layer) that they appear fixed
and symmetrical to gPTP.even though the MAC client might otherwise observe substantial asymmetry and
transmission variation, For example, the timestamp measurement plane is located below any retransmission
and queuing performed by the MAC.

NOTE 1—If an 1implementation generates event message timestamps using a point other than the message timestamp
point, thep-th&generated timestamps should be appropriately corrected by the time interval (fixed or otherwise) between
the actyal time of detection and the time the message timestamp point passed the reference plane. Failure to make these
correotions results in a time offset between time-aware systems.

INOTE 2—In general, the timestamps may be generated at a timestamp measurement plane that is removed from the
réference plane. Furthermore, the timestamp measurement plane, and therefore the time offset of this plane from the

reference plane, is likely to be different for inbound and outbound event messages. To meet the requirement of this
clause, the generated timestamps should be corrected for these offsets. Figure 8-2 illustrates these offsets. Based on this
model the appropriate corrections are as follows:

<egressTimestamp> = <egressMeasuredTimestamp> + egressLatency

<ingressTimestamp> = <ingressMeasured Timestamp> — ingressLatency
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where the timestamps relative to the reference plane, <egressTimestamp> and <ingressTimestamp>, are computed from
the timestamps relative to the timestamp measurement plane, <egressMeasuredTimestamp> and
<ingressMeasuredTimestamp>, respectively, using their respective latencies, egressLatency and ingressLatency. Failure
to make these corrections results in a time offset between the slave and master clocks.

Higher layers

D

LLC
MS
Ingress A
timestamp — —_— — Media-dependent
measurement time-aware system
plane entities Egress
—_— — —' timestamp
measurement
ingressLatency 1SS plane
MAC egressLatency
PHY
—_—— - — —|— — — — — T ¢, — — Reference plane
XXXXXXXXXXKXXXXXXXXX. . . XXXX Y XXXXX ——————————————————— — P XXXXXXXXXXXXXXXXXXXX. . ... XXXX Y XXXXX
Ingress event message Egress event message
Message timestamp point Message timestamp point

Figure 8-2—Definition of message timestamp point, reference plane, timestamp
measurementplane, and latency constants

8.4.4 Priorities
The ISS priority for frames carryidg/IEEE 802.1AS messages shall be 6.

NOTE—Frames carrying IEEE802.1AS messages are neither VLAN-tagged nor priority-tagged, i.e., they are untagged,
see 11.3.3.

8.5 Ports
8.5.1 General
The time-aware systems in a gPTP domain interface with the network media via physical ports. gPTP

defines a logical port in such a way that communication between time-aware systems is point-to-point even
gyer physical ports that are attached to shared media. One logical port, consisting of one PortSync entity and
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In the case of shared media, multiple logical ports can be associated with a single physical port.

Unless otherwise qualified, each instance of the term port refers to a logical port.
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8.5.2 Port identity
8.5.2.1 General
A port is identified by a port identity of type Portldentity, see 6.3.3.7. The value is maintained in the

portldentity member of the port parameter data set, see 14.6.2. A port identity consists of the following two
attributes:

a)  portldentity.clockldentity
b)  portldentity.portNumber

8.5.2.2 clockldentity
8.5.2.2.1 General

The clockIdentity is an 8-octet array formed by mapping an IEEE EUI-48 assigned to the'time-aware system
to IEEE EUI-64 format (i.e., to an array of 8 octets). The EUI-48 shall be an Ethernet MAC address owned
by the organization creating the instance of a clockldentity under the terms,Of this subclause. The
organization owning the MAC address shall ensure that the MAC address is us¢d/in generating only a single
instance of a clockldentity, for example by requiring that the MAC address bea MAC address embedded in
the device identified by the clockIdentity. The mapping rules for constructing the EUI-64 from the EUI-48
shall be those specified by the IEEE (see [B2]). The 8 octets of the created IEEE EUI-64 shall be assigned in
order to the 8-octet array clockldentity with most significant octet ot the IEEE EUI-64 assigned to the
clocklIdentity octet array member with index 0.

NOTE 1—When using an EUI-48, the first 3 octets, i.e., the OJIportion, of the IEEE EUI-48 are assigned in order to
the first 3 octets of the clockldentity with most significant octet ofthe IEEE EUI-64, i.c., the most significant octet of the
OUI portion, assigned to the clockldentity octet array membet with index 0. Octets with index 3 and 4 have hex values
OxFF and OxFE respectively. The remaining 3 octets of the\\EEE EUI-48 are assigned in order to the last 3 octets of the
clockIdentity (see [B2]).

NOTE 2—The least and next to least significant.bits of the most significant octet of the OUI indicate respectively:
whether the address is an individual or group-address, and whether the address is administered universally by the [IEEE
or locally.

NOTE 3—The clockldentity is used by-this standard as a unique identifier and not as a network address.

NOTE 4—Informative examplén(see [B2]): The OUI for Company X is 0xACDE48. If Company X wished to use an
EUI-48 assigned number of O0xACDE48234567 as part of the clockldentity, the resulting clockldentity would be:
0xACDE48FFFE234567, where the 3 octet array 0x234567 would be ensured by Company X to be unique among all
Company X assigned*EUI-48 numbers. The byte and bit representations are illustrated in Table 8-1, see [B2].

Table 8-1—lllustration of formation of clockldentity from EUI-48

oul EUI-48 assigned values extension identifier

octet[0] octet[2] octet[3] octet[4] octet[5] octet[6] octet[7]
(Rrest-sis Heast-sia

nificant) nificant)

octet[ 1]

0xAC 0xDE 0x48 OxFF 0xFE 0x23 0x45 0x67

10101100 11011110b | 01001000b | 11111111b 11111110b | 00100011b | 01000101b | 01100111b
(leftmost 1 (rightmost
is most sig- 1 is least

nificant) significant
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8.5.2.2.2 Reserved clockldentity value

The clockldentity value consisting of all ones shall be reserved for designating all clocks in the gPTP
domain.

8.5.2.3 Port number

The portNumber value for a port on a time-aware end station (i.e., a time-aware system supporting a single

port) shall be 1. The portNumber values for the ports on a time-aware Bridge supporting N ports shall be 1,
2, ..., N, respectively.

8.5.2.4 Ordering of clockldentiy and portldentity values

Two clockIdentity values X and Y are compared as follows. Let x be the unsigned integer formed by
concatenating octets 0 through 7 of X such that octet j+1 follows octet j (i.e., is less significant than octet /)
inx(j=0,1, .., 7). Let y be the unsigned integer formed by concatenating octets 0 throyghy7 of Y such that
octet j+1 follows octet j (i.e., is less significant than octet j) in y (=0, 1, ..., 7). Then

a) X=Y ifandonlyifx =y,
b) X>Yifandonlyifx >y, and
c) X<Yifandonlyifx <jy.

Two portldentity values A and B with members clockldentity and portNumber are compared as follows. Let
a be the unsigned integer formed by concatenating octets 0 through-7 of A.clockldentity, such that octet j+1
follows octet j (i.e., is less significant than octet j) in a (j = 0, 1{.)., 7), followed by octet 0 of A.portNumber,
followed by octet 1 of A.portNumber. Let b be the unsigned integer formed by concatenating octets 0
through 7 of B.clockIdentity, such that octet j+1 followSoetet ; (i.e., is less significant than octet j) in b (j =
0,1, ..., 7), followed by octet 0 of B.portNumber, follewed by octet 1 of B.portNumber. Then

d) A=Bifandonlyifa =5,

e) A>Bifandonlyifa> b, and

f) A <Bifandonlyifa<b.
A portldentity A with members elockIdentity and portNumber and a clockIdentity B are compared as
follows. The unsigned integer g, is'formed from portldentity A as described above. The unsigned integer b is

formed by first forming a poftldentity B' whose clockIdentity is B and portNumber is 0. b is then formed
from B' as described aboye.yA and B are then compared as described in items d) through f) above.

8.6 Time-aware\system characterization
8.6.1 Time-aware system type
There 'are two types of time-aware systems used in a gPTP domain, as follows:

a4) time-aware end station

h) time-aware Rridgp

All time-aware systems are identified by clockldentity.
In addition, time-aware systems are characterized by the following attributes:

c) priorityl
d) clockClass
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e) clockAccuracy

f)  offsetScaledLogVariance
g)  priority2

h)  clockldentity

i)  timeSource

j)  numberPorts

NOTE—Attributes c¢) through 1) can be considered to be associated with the ClockMaster entity of the time-aware

SySten.

8.6.2 Time-aware system attributes
8.6.2.1 priority1

priorityl is used in the execution of the BMCA, see 10.3. The value of priorityl is an integér|selected from
the range 0 through 255. The ordering of priorityl in the operation of the BMCA, see 10:3:4 and 10.3.5, is
specified as follows. A ClockMaster A shall be deemed better than a ClockMaster B if the value of priorityl
of A is numerically less than that of B.

The value of priorityl shall be 255 for a time-aware system that is not grandmaster-capable. The value of
priorityl shall be less than 255 for a time-aware system that is grandmaster-capable. The value 0 shall be
reserved for management use, i.e., the value of priorityl shall be set t0,0'6nly via management action and
shall not be specified as a default value by a user of this standard. In\the absence of a default value set by a
user of this standard, the default value shall be set as indicated in Table 8-2.

Table 8-2—Default values for priority1, for the respective media

System type Default value for priorityl

Network infrastructure 246
time-aware system

Portable time-aware system 250

Other timé-aware systems 248

NOTE 1—The BMCA, see 19.3, considers priorityl before other attributes; the priority1 attribute can therefore be used
to force a desired ordering of time-aware end stations for best master selection.

NOTE 2—The pfeyious settings for priorityl guarantee that a time-aware system that is grandmaster-capable is always
preferred by the BMCA to a time-aware system that is not grandmaster-capable.

NOTE 3=~<These values are assigned so that fixed devices that are available are selected as grandmaster over those
devices'that are more likely to be removed or powered down.

8.6.2.2 clockClass

The clockClass attribute denotes the traceability of the synchronized time distributed by a ClockMaster
when it is the grandmaster.

The value shall be selected as follows:

a)  If the Default Parameter Data Set member gmCapable is TRUE, then
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1) clockClass is set to the value that reflects the combination of the LocalClock and ClockSource
entities; else
2) if'the value that reflects the LocalClock and ClockSource entities is not specified or not known,
clockClass is set to 248;
b)  If the Default Parameter Data Set member gmCapable is FALSE (see 8.6.2.1), clockClass is set to
255.

See 7.6.2.4 of IEEE Std 1588-2008 for a more detailed description of clockClass.

NOTE—The time-aware system has a LocalClock entity, which may be the free-running quartz crystal that just meets
the IEEE 802.3 requirements, but could also be better. There can be a ClockSource entity, e.g., timing taken from-GPS,
available in the local system that provides timing to the ClockSource entity. The time provided by the time:aware
system, if it is the grandmaster, is reflected by the combination of these two entities, and the clockClass sheuld-reflect
this combination as specified in 7.6.2.4 of IEEE Std 1588-2008. For example, when the LocalClock entityuses a quartz
oscillator that meets the requirements of IEEE Std 802.3-2008 and B.1 of this standard, clockClass nfay‘be set to 248.
But, if a GPS receiver is present and synchronizes the time-aware system, then the clockClass may be.set to the value 6,
indicating traceability to a primary reference time source (see 7.6.2.4 of IEEE Std 1588-2008).

8.6.2.3 clockAccuracy
The clockAccuracy attribute indicates the expected time accuracy of a ClockMaster.
The value shall be selected as follows:

a) clockAccuracy is set to the value that reflects the combination of the LocalClock and ClockSource
entities; else

b) if the value that reflects the LocalClock and ClogkSource entities is not specified or unknown,
clockAccuracy is set to 254 (FE ).

See 7.6.2.5 of IEEE Std 1588-2008 for more detailed description of clockAccuracy.
8.6.2.4 offsetScaledLogVariance

The offsetScaledLogVariance is scaled, offset representation of an estimate of the PTP variance. The PTP
variance characterizes the precision and frequency stability of the ClockMaster. The PTP variance is the
square of PTPDEV (see B.1.3:2).

The value shall be selected.as follows:

a) offsetScaledEogVariance is set to the value that reflects the combination of the LocalClock and
ClockSource entities; else

b) if th&wyalue that reflects these entities is not specified or not known, offsetScaledLogVariance is set
6216640 (4100;4). This value corresponds to the value of PTPDEYV for observation interval equal to
the default Sync message transmission interval (i.e., observation interval of 0.125 s, see 11.5.2.3 and
B.1.3.2).

Ste 7.6.3 of IEEE Std 1588-2008 for more detailed description of PTP variance and

offsetScaledLogVariance (7.6.3.3 of IEEE Std 1588-2008 provides a detailed description of the computation
of offsetScaledLogVariance from PTP variance, along with an example).
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8.6.2.5 priority2

priority2 is used in the execution of the BMCA, see 10.3. The value of priority2 shall be an integer selected
from the range 0 through 255. The ordering of priority2 in the operation of the BMCA is the same as the
ordering of priority1, see 8.6.2.1.

The default value of priority2 shall be 248. See 7.6.2.3 of IEEE Std 1588-2008 for a more detailed
description of priority?2.

8.6.2.6 clockldentity
The clockldentity value for a time-aware system shall be as specified in 8.5.2.2.
8.6.2.7 timeSource
The timeSource is an information only attribute indicating the type of source of time usgd-by a ClockMaster.
The value is not used in the selection of the grandmaster. The values shall be as specified-in Table 8-3. These
represent categories. For example, the GPS entry would include not only the{GPS system of the U.S.
Department of Defense but the European Galileo system and other present and fdfure satellite-based timing
systems.
All unused values are reserved.
See 7.6.2.6 of IEEE Std 1588-2008 for a more detailed description*of timeSource.
The initialization value is selected as follows:

a) If the timeSource (8.6.2.7 and Table 8-3) issknown at the time of initialization, the value is derived

from the table, else

b)  The value is set to AO;q INTERNAL_QSCILLATOR).

8.6.2.8 numberPorts

The numberPorts indicates the number of ports on the time-aware system.
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Table 8-3—timeSource enumeration

Value Time source Description

0x10 ATOMIC CLOCK Any device, or device directly connected to such a device,
that is based on atomic resonance for frequency and that
has been calibrated against international standards for
frequency and time

0x20 GPS Any device synchronized to any of the satellite systems
that distribute time and frequency tied to international
standards

0x30 TERRESTRIAL RADIO Any device synchronized via any of the radio distribution.
systems that distribute time and frequency tied to
international standards

0x40 PTP Any device synchronized to an IEEE 1588 PFP-based
source of time external to the gPTP domain;)Se¢ NOTE.

0x50 NTP Any device synchronized via NTP to servers that distribute
time and frequency tied to internatiépal/Standards

0x60 HAND_SET Used in all cases for any devic¢ whose time has been set by
means of a human interfacecbaséd on observation of an
international standards souree’of time to within the claimed
clock accuracy

0x90 OTHER Any source of timie and/or frequency not covered by other
values, or for, which the source is not known

0xA0 INTERNAL OSCILLATOR Any devi€e whose frequency is not based on atomic
resonafige nor calibrated against international standards for
frequency, and whose time is based on a free-running
os¢illator with epoch determined in an arbitrary or
unknown manner

NOTE—For example, a clock that implements both the gPTP domain and another IEEE 1588 (i.e., PTP)
domain, and is synchronized by the other IEEE 1588 domain, would have time source of PTP in the gPTP
domain.
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9. Application interfaces

9.1 Overview of the interfaces

The following subclauses define one application interface between the ClockSource entity and ClockMaster
entity (see 10.1.1) and four application interfaces between the ClockTarget entity and ClockSlave entity (see
10.1.1). The ClockSource is an entity that can be used as an external timing source for the gPTP domain.

OCKSOU C C y CIUICT COIIld O d> dCCC O d OCK (5CC 15.0). C OCK 1dI'E2CL C y TCPICSC
any application that uses information provided by the ClockSlave entity via any of the application interfaces.

NOTE—The manner in which the ClockSource entity obtains time from a clock is outside the scope of this standdrd.
The manner in which the ClockTarget uses the information provided by application interfaces is outside the scope/of this
standard.

The five interfaces are illustrated in Figure 9-1. They include the following:

a) the ClockSourceTime interface, which provides external timing to a time-awate system,

b) the ClockTargetEventCapture interface, which returns the synchronized tirie/of an event signaled by
a ClockTarget entity,

¢) the ClockTargetTriggerGenerate interface, which causes an event to_be signaled at a synchronized
time specified by a ClockTarget entity,

d) the ClockTargetClockGenerator interface, which causes d_periodic sequence of results to be
generated, with a phase and rate specified by a ClockTargetentity, and

e) the ClockTargetPhaseDiscontinuity interface, which supplies information that an application can use
to determine if a discontinuity in grandmaster phas¢ or frequency has occurred.

NOTE—The application interfaces described in this clausel are models for behavior and not application program
interfaces. Other application interfaces besides items a) through e) above are possible, but are not described here. In
addition, there can be multiple instances of a particularinterface.

ClockTargetClockGenerator.result

ClockTargetClockGenerator.invoke

ClockTargetTriggerGenerate.invok

ClogkSolirce \ QOCkTarget /

A 15
ClockTargetEventCapture.result

ClockTargetTriggerGenerate.result 7
e

ClockS: Time.inyok
ocksource Hime. IMORy s ClockTargetEventCapture.invoke ——

clockSlaveTime

[ ClockMaster }1 { ClockSlave ]

ClockTargetPhaseDiscontinuity.result

Figure 9-1—Application interfaces
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9.2 ClockSourceTime interface
9.2.1 General
This interface is used by the ClockSource entity to provide time to the ClockMaster entity of a time-aware

system. The ClockSource entity invokes the ClockSourceTime.invoke function to provide the time, relative
to the ClockSource, that this function is invoked.

9.2.2 ClockSourceTime.invoke function parameters

ClockSourceTime.invoke {
sourceTime,
timeBaselndicator,
lastGmPhaseChange,
lastGmFreqChange

H

The parameter definitions are as follows:

9.2.2.1 sourceTime (ExtendedTimestamp)

The value of sourceTime is the time this function is invoked by the ClockSource entity.

9.2.2.2 timeBaselndicator (Uinteger16)

The timeBaselndicator is a binary value that is set by the ClockSource entity. The ClockSource entity
changes the value whenever its time base changes.<{Phe’ ClockSource entity shall change the value of

timeBaselndicator if and only if there is a phase or fréquency change.

NOTE—While the clock that supplies time to the ClockSource entity can be lost, i.e., the time-aware system can enter
holdover, the ClockSource entity itself is not lostFhe ClockSource entity ensures that timeBaselndicator changes if the
source of time is lost.

9.2.2.3 lastGmPhaseChange (ScaledNs)

The value of lastGmPhaseChange is the phase change (i.e., change in sourceTime) that occurred on the most
recent change in timeBasglhdicator. The value is initialized to 0.

9.2.2.4 lastGmFreqChange (Double)

The value of lastGmFreqChange is the fractional frequency change (i.e., frequency change expressed as a
pure fractien)'that occurred on the most recent change in timeBaselndicator. The value is initialized to 0.

9.3:ClockTargetEventCapture interface

9:3.1 General

This interface is used by the ClockTarget entity to request the synchronized time of an event that it signals to
the ClockSlave entity of a time-aware system. The ClockTarget entity invokes the
ClockTargetEventCapture.invoke function to signal an event to the ClockSlave entity. The ClockSlave entity
invokes the ClockTargetEventCapture.result function to return the time of the event relative to the current
grandmaster or, if no time-aware system is grandmaster-capable, the LocalClock. The
ClockTargetEventCapture.result function also returns gmPresent, to indicate to the ClockTarget whether or
not a grandmaster is present.
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9.3.2 ClockTargetEventCapture.invoke parameters

ClockTargetEventCapture.invoke {

}

The function contains no parameters.

9.3.3 ClockTargetEventCapture.result parameters

ClockTargetEventCapture.result {
slaveTimeCallback,
gmPresent

}

The parameter definitions are:
9.3.3.1 slaveTimeCallback (ExtendedTimestamp)

The value of slaveTimeCallback is the time, relative to the grandmasfer,,that the corresponding
ClockTargetEventCapture.invoke function is invoked.

NOTE—The invocation of the ClockTargetEventCapture.invoke function and ‘the detection of this invocation by the
ClockSlave entity are simultaneous in this abstract interface.

9.3.3.2 gmPresent (Boolean)

The value of gmPresent is set equal to the value of the global variable gmPresent (see 10.2.3.13). This
parameter indicates to the ClockTarget whether or not a‘grandmaster is present.

9.4 ClockTargetTriggerGenerate interface
9.4.1 General

This interface is used by the ClockTarget entity to request that the ClockSlave entity send a result at a
specified time relative sgto~ the grandmaster. The ClockTarget entity invokes the
ClockTargetTriggerGeneraté.nvoke function to indicate the synchronized time of the event. The ClockSlave
entity invokes the ClockTargetTriggerGenerate.result function to either signal the event at the requested
synchronized time onindicate an error condition.

9.4.2 ClockTargetTriggerGenerate.invoke parameters

ClockTargetIriggerGenerate.invoke {
staveTimeCallback

}

Fhe parameter definition is:

9.4.2.1 slaveTimeCallback (ExtendedTimestamp)

If slaveTimeCallback is nonzero, its value is the synchronized time the corresponding
ClockTargetTriggerGenerate.result function, i.e., the trigger, is to be invoked. If slaveTimeCallback is zero,
any previous ClockTargetTriggerGenerate.invoke function for which a ClockTargetTriggerGenerate.result
function has not yet been issued is canceled.
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9.4.3 ClockTargetTriggerGenerate.result parameters

ClockTargetTriggerGenerate.result {
errorCondition,
gmPresent

}

The parameter definitions are:

9.4.3.1 errorCondition (Boolean)

A value of FALSE indicates that the ClockTargetTriggerGenerate.result function was invoked at the time,
relative to the grandmaster, contained in the corresponding ClockTargetTriggerGenerate.invoke fiinétion. A
value of TRUE indicates that the ClockTargetTriggerGenerate.result function could not be inyoked at the
synchronized time contained in the corresponding ClockTargetTriggerGenerate.invoke function.

NOTE—For example, the ClockTargetTriggerGenerate.result function is invoked with errop€ondition = TRUE if the
requested slaveTimeCallback is a time prior to the synchronized time ,whed the -corresponding
ClockTargetTriggerGenerate.invoke function is invoked. As another example, the ClockTafgetTriggerGenerate.result
function is invoked with errorCondition = TRUE if a discontinuity in the synchronized time causes the requested
slaveTimeCallback to be skipped over.

9.4.3.2 gmPresent (Boolean)

The value of gmPresent is set equal to the value of the global variable gmPresent (see 10.2.3.13). This
parameter indicates to the ClockTarget whether or not a grandrhaster is present.

9.4.4 ClockTargetTriggerGenerate interface definition

The invocation of the ClockTargetTriggerGeneratesinvoke function causes the ClockSlave entity to store the
value of the slaveTimeCallback parameter in¢@n internal variable (replacing any previous value of that
variable) until the synchronized time, or LocalClock time if gmPresent is FALSE, equals the value of that
variable, at which time the ClockTargetTriggerGenerate.result function is invoked with errorCondition =
FALSE. If it is not possible to invoke th€ClockTargetTriggerGenerate.result function at slaveTimeCallback,
e.g., if slaveTimeCallback is earlier-than the synchronized time (or LocalClock time if gmPresent is FALSE)
when the ClockTargetTriggerGenerate.invoke function is invoked, the ClockTargetTriggerGenerate.result
function is invoked with error€ondition = TRUE. Invocation of the ClockTargetTriggerGenerate.invoke
function with slaveTimeCallback = 0 (which is earlier than any synchronized time) is used to cancel a
pending request.

9.5 ClockTargetClockGenerator interface
9.5.1 General
This intetface is used by the ClockTarget entity to request that the ClockSlave entity deliver a periodic clock

signal of specified period and phase. The ClockTarget entity invokes the ClockTargetClockGenerator.invoke
function to request that the ClockSlave entity generate the periodic clock signal. The ClockSlave entity

mvokes the Clock TargetCiockGeneratorresutt fumction at Sigmifieant mstams of tie desited clock sigmat:
9.5.2 ClockTargetClockGenerator.invoke parameters
ClockTargetClockGenerator.invoke {

clockPeriod,
slaveTimeCallbackPhase
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The parameter definitions are:
9.5.2.1 clockPeriod (Timelnterval)
The value of clockPeriod is the period between successive invocations of the

ClockTargetClockGenerator.result function. A value that is zero or negative causes any existing periodic
clock signal generated via this application interface to be terminated.

9.5.2.2 slaveTimeCallbackPhase (ExtendedTimestamp)

The value of slaveTimeCallbackPhase describes phase of the generated clock signal by specifying a pointon
the PTP timescale such that ClockTargetClockGenerator.result invocations occur at synchronized times that
differ from slaveTimeCallbackPhase by n x clockPeriod, where 7 is an integer.

NOTE—The value of slaveTimeCallbackPhase can be earlier or later than the synchrenized time the
ClockTargetClockGenerator.invoke function is invoked; use of a slaveTimeCallbackPhase value in-the future does not
imply that the initiation of the periodic clock signal is suppressed until that synchronized time.

9.5.3 ClockTargetClockGenerator.result parameters
The semantics of the function are:

ClockTargetClockGenerator.result {
slaveTimeCallback,

H
The parameter definition is:
9.5.3.1 slaveTimeCallback (ExtendedTimestamp)

The value of slaveTimeCallback is the synchronized time of this event.

9.6 ClockTargetPhaseDiscontinuity interface
9.6.1 General

This interface provides discontinuity information, sent from the grandmaster, to an application within a
station. It is used by, the ClockSlave entity to supply sufficient information to the ClockTarget entity to
enable the ClockTdrget entity to determine whether a phase or frequency discontinuity has occurred. The
ClockSlave inyokes'the ClockTargetPhaseDiscontinuity.result function in the SEND SYNC INDICATION
block of theiClockSlaveSync state machine (see 10.2.12 and Figure 10-9). The invocation occurs when a
PortSyncSynie structure is received, after the needed information has been computed by the ClockSlaveSync
state maghine.

9.6.2 ClockTargetPhaseDiscontinuity.result parameters

ClockTargetPhaseDiscontinuity.result §
gmldentity,
gmTimeBaselndicator,
lastGmPhaseChange,

lastGmFreqChange
1
]

The parameter definitions are:
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9.6.2.1 gmldentity (Clockldentity)

If gmPresent (see 10.2.3.13) is TRUE, the value of gmldentity is the Clockldentity of the current
grandmaster. If gmPresent is FALSE, the value of gmlIdentity is 0x0.

9.6.2.2 gmTimeBaselndicator (Ulnteger16)

The value of gmTimeBaselndicator is the timeBaselndicator of the current grandmaster.

9.6.2.3 lastGmPhaseChange (ScaledNs)

The value of the global lastGmPhaseChange parameter (see 10.2.3.16) received from the grandmaster.

9.6.2.4 lastGmFreqChange (Double)

The value of lastGmFreqChange parameter (see 10.2.3.17) received from the grandmaster.
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10. Media-independent layer specification

10.1 Overview
10.1.1 Model of operation

A time-aware system contains a best master selection function and a synchronization function. These
et R | e Tt N
functions are distributed among a number of entities, which together describe the behavior of a compliant
implementation. The functions are specified by a number of state machines.

The model for the media-independent layer of a time-aware system is shown in Figure 10-1. It éncludes a
single SiteSync entity, ClockMaster entity, and ClockSlave entity for the time-aware system as a‘whole, plus
one PortSync and one MD entity for each port. The MD entity performs media-dependent functions, which
are described in the clauses for the respective media. In addition to the entities, Figute;10-1 shows the
information that flows between the entities via the PortSyncSync, MDSyncSend, and MDSyncReceive
structures (see 10.2.2.3, 10.2.2.1, and 10.2.2.2, respectively).

The SiteSync, ClockMaster, ClockSlave, and PortSync entities each contain-a himber of cooperating state
machines, which are described later in this clause (the MD entity state ‘machines are described in the
respective media-dependent clauses). The ClockMaster entity receives, information from an external time
source, referred to as a ClockSource entity (see 9.2), via an application interface, and provides the
information to the SiteSync entity. The ClockSlave entity receives-grandmaster time-synchronization and
current grandmaster information from the SiteSync entity, and makes the information available to an
external application, referred to as a clockTarget entity (sée’9.3 through 9.6), via one or more application
service interfaces. The SiteSync entity executes the portion of best master clock selection associated with
the time-aware system as a whole, i.e., it uses the best. master information received on each port to determine
which port has received the best information, and-"updates the roles of all the ports (see 10.3.1 for a
discussion of port roles). It also distributes synghronization information received on the SlavePort to all the
ports whose role is MasterPort (see 10.3.1).The PortSync entity for a SlavePort receives best master
selection information from the time-aware\system at the other end of the associated link, compares this to
the current best master information that’it has, and forwards the result of the comparison to the Site Sync
entity. The PortSync entity for a SlavePort also receives time-synchronization information from the MD
entity associated with the port, arid-forwards it to the SiteSync entity. The PortSync entity for a MasterPort
sends best master selection, and time-synchronization information to the MD entity for the port, which in
turn sends the respective messages.

NOTE—This clause dogs.not require a one-to-one correspondence between the PortSync entities of time-aware systems
attached to the sam@e gPTP communication path (see 3.9), i.e., more than two time-aware systems can be attached to a
gPTP communigation path that uses a shared medium and meet the requirements of this clause. However, it is possible
for a media-dépendent clause to have additional requirements that limit the gPTP communication paths to point-to-point
links for that\medium; in this case, each link has exactly two PortSync entities, which can be considered to be in one-to-
one correspondence. One example of this is the full-duplex, point-to-point media-dependent layer specified in Clause 11.
In addition, one or more gPTP communication paths can be logically point-to-point but traverse the same shared
medium.

The LocalClock entity is a free-running clock (see 3.3) that provides a common time to the time-aware
system, relative to an arbitrary epoch. A time-aware system contains a LocalClock entity. The requirements
for the LocalClock entity are specified in B.1. All timestamps are taken relative to the LocalClock entity (see
8.4.3). The LocalClock entity also provides the value of currentTime (see 10.2.3.12), which is used in the
state machines to specify the various timers.

NOTE—The epoch for the LocalClock entity may be the time that the time-aware system is powered on.
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The time-synchronization state machines are described in 10.2. The best master clock selection state
machines are described in 10.3. The attributes and format of the Announce message are described in 10.4
and 10.5. The timing characterization of the protocol is described in 10.6.

10.1.2 Grandmaster-capable time-aware system

A time-aware system may be grandmaster-capable. An implementation may optionally provide the ability to
configure a time-aware system as grandmaster-capable via a management interface.

NOTE—While a time-aware system that is not grandmaster-capable can never be the grandmaster of the gPTP domaih,
such a time-aware system contains a best master selection function, invokes the best master selection algorithm,‘and
conveys synchronization information received from the current grandmaster.

Application interface functions
(Clause 9)

ClockSource
(see Clause 9)

ClockTarget
(see Clause 9)

A
—

ClockSlaveTime

ClockMaster ClockSlave,

PortSyncSync L\ PortSyncSync
\J\ [ SiteSync J/
MDSyncSend
MDSyncReceive
PortSync PortSync
MDSyncReceive

A

Y
\ MDSyncSend

LocalClock

N .
MD
LLC
—— MS MS —
MAC relay
Media-dependent time-aware Media-dependent time-aware

system entities system entities
ISs 1SS
MAC MAC
PHY PHY

Figure 10-1—Model for media-independent layer of time-aware system

10.2.1 Overview
The time-synchronization function in a time-aware system is specified by a number of cooperating state
machines. Figure 10-2 is not itself a state machine, but illustrates the machines, their interrelationships, the

principle variables and structures used to communicate between them, their local variables, and performance
parameters. Figure 10-2 includes state machines that are described in the media-dependent clauses of this
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standard, in order to illustrate the interrelationships between these state machines and the media-independent
layer state machines described in this clause. Figure 10-2 does not show the application interface functions
described in Clause 9, nor the service interface primitives between the media-dependent layer and the LLC.

The ClockMasterSyncReceive, ClockMasterSyncOffset, and ClockMasterSyncSend state machines are
optional for time-aware systems that are not grandmaster-capable (see 8.6.2.1 and 10.1.2). These state
machines may be present in a time-aware system that is not grandmaster-capable; however, any information
supplied by them, via the ClockMasterSyncSend state machine, to the SiteSyncSync state machine is not

used by the SiteSyncSync state machine if the time-aware system 1s not grandmaster-capable.
The media-independent layer state machines in Figure 10-2 are as follows:

a) ClockMasterSyncReceive (one instance per time-aware system): receives ClockSourceTiine:invoke
functions from the ClockSource entity and notifications of LocalClock entity ticks (see 10.2.3.18),
updates  masterTime, and provides masterTime to  ClockMasterSyncOffset and
ClockMasterSyncSend state machines. This state machine is optional for time-aware systems that
are not grandmaster-capable (see 8.6.2.1 and 10.1.2).

b) ClockMasterSyncOffset (one instance per time-aware system): receives synoReceiptTime from the
ClockSlave entity and masterTime from the ClockMasterSyncReceiv€ state machine, computes
phase offset and frequency offset between masterTime and syncReceiptTime if the time-aware
system is not the grandmaster, and provides the frequency and phase offsets to the
ClockMasterSyncSend state machine. This state machine is optional for time-aware systems that are
not grandmaster-capable (see 8.6.2.1 and 10.1.2).

c¢) ClockMasterSyncSend (one instance per time-aware: system): receives masterTime from the
ClockMasterSyncReceive state machine, receives phase and frequency offset between masterTime
and syncReceiptTime from the ClockMasterSyneQffset state machine, and provides masterTime
(i.e., synchronized time) and the phase and)ftequency offset to the SiteSync entity using a
PortSyncSync structure. This state machiite is optional for time-aware systems that are not
grandmaster-capable (see 8.6.2.1 and 10. k2)!

d) PortSyncSyncReceive (one instance pe¥’port): receives time-synchronization information from the
MD entity of the corresponding port, computes accumulated rateRatio, computes
syncReceiptTimeoutTime, and senids the information to the SiteSync entity.

e) SiteSyncSync (one instance per’time-aware system): receives time-synchronization information,
accumulated rateRatio, and-syncReceiptTimeoutTime from the PortSync entity of the current slave
port or from the ClockMaster entity, and sends the information to the PortSync entities of all the
ports and to the ClockSlave entity.

f)  PortSyncSyncSend y(one instance per port): receives time-synchronization information from the
SiteSync entity; requests that the MD entity of the corresponding port send a time-synchronization
event message; receives the <syncEventEgressTimestamp> for this event message from the MD
entity, uses.the most recent time-synchronization information received from the SiteSync entity and
the timestamp to compute time-synchronization information that will be sent by the MD entity in a
general message (e.g., for full-duplex IEEE 802.3 media) or a subsequent event message (e.g., for
IEEE 802.11 media), and sends this latter information to the MD entity.

g)-ClockSlaveSync (one instance per time-aware system): receives time-synchronization information
from the SiteSync entity, computes clockSlaveTime and syncReceiptTime, sets
syncReceiptLocalTime, GmTimeBaselndicator, lastGmPhaseChange, lastGmFreqChange, sends

Clockslave Iime to thc ClockMaster entity, and provides information to the ClocK larget entity (via
the ClockTargetPhaseDiscontinuity interface, see 9.6) to enable that entity to determine if a phase or
frequency discontinuity has occurred.
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[
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l l A A A
ClockMasterSyncOffset ClockMasterSyncSend PortSyncSyncReceive
(per ClockMaster entity) (per ClockMaster entity) (per PortSync entity)
networkTime, networkTimeOld syncSequenceld, syncSendTime, revdMDSync, revdMDSyneRtr,
clockSlaveTime, revdClockSlaveTime, clockMasterSyncinterval, tkPSSyncPtr, txPSSyncPtr, rateRatio, portEnabled,
selectedRole[0], clockSourcePhaseOffset, rateRatio pttPortEnabled
clockSourceFreqOffset
PortSyncSync PaptSyncSync
clockSourcePhaseOffset,
clockSourceFreqOffset y Y Y
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RevdPSSync, revdPSSyncPtr, txPSSynEPty
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Notes ;;s;;pstrear’:\TxTime, \astSyﬁcSentTime ©
a) selectedRole for each port and gmPresent arefsef*by Port Role
Selection state machine (see 10.3.12) MDSyncSend
b) currentTime is a global variable that is always equal to the current 4
time relative to the local oscillator MDSyncSend
c) application interfaces to higher layersyate not shown (per MD entity)
d) the ClockMasterSyncReceive, ClogckMasterSyncSend, and Described in media-dependent clauses
ClockMasterSyncOffset state machines are optional for time-aware
systems that are not grandmaster=capable.
Figure 10-2—Timessynchronization state machines—overview and interrelationships
10.2.2 Data structures communicated between state machines
The following subclauses describe the data structures communicated between the time-synchronization state
machines,
10.2:2.4 MDSyncSend
10.2.2.1.1 General

This structure contains information that is sent by the PortSync entity of a port to the MD entity of that port
when requesting that the MD entity cause time-synchronization information to be sent. The structure
contains information that reflects the most recent time-synchronization information received by this time-
aware system, and is used to determine the contents of the time-synchronization event message and possibly
separate general message that will be sent by this port.
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The structure is:

MDSyncSend  {
followUpCorrectionField,
sourcePortldentity,
logMessagelnterval,
preciseOriginTimestamp,
upstreamTxTime,

rateRatio,
gmTimeBaselndicator,
lastGmPhaseChange,
lastGmFreqChange

}

The members of the structure are defined in the following subclauses.
10.2.2.1.2 followUpCorrectionField (ScaledNs)

The followUpCorrectionField contains the accumulated time since the pfeCiseOriginTimestamp was
captured by the grandmaster. This is equal to the elapsed time, relative to the grandmaster, between the time
the grandmaster sent the received time-synchronization event message, truncated to the nearest nanosecond,
and the time at which that event message was sent by the~upstream time-aware system. The
followUpCorrectionField is equal to the value of the followUpCorréctionField member of the most recently
received PortSyncSync structure from the PortSync entity of this port (see 10.2.2.3.4).

10.2.2.1.3 sourcePortldentity (Portldentity)

The sourcePortldentity is the portldentity of this porf(see 8.5.2).

10.2.2.1.4 logMessagelnterval (Integer8)

The logMessagelnterval is the value of cufrentLogSyncInterval for this port (see 10.6.2.3).

10.2.2.1.5 preciseOriginTimestamp (Timestamp)

The preciseOriginTimestamp(is the sourceTime of the ClockMaster entity of the grandmaster, with any
fractional nanoseconds truncated, when the received time-synchronization information was sent by the
grandmaster. The preciseOriginTimestamp is the value of the preciseOriginTimestamp member of the most
recently received PortSyncSync structure from the PortSync entity of this port (see 10.2.2.3.7).

10.2.2.1.6 upstreamTxTime (UScaledNs)

The upstteamTxTime is the value of the <syncEventIngressTimestamp> corresponding to the receipt of the
time=8yrichronization information, minus the mean propagation time on the link attached to this port divided

by neighborRateRatio (see 10.2.4.6). The upstreamTxTime is the value of the upstreamTxTime member of
the most recently received PortSyncSync structure from the PortSync entity of this port (see 10.2.2.3.8).

10.2.2.1.7 rateRatio (Double)
The rateRatio is the value of the rateRatio member of the most recently received PortSyncSync structure

from the PortSync entity of this port (see 10.2.2.3.9). It is equal to the ratio of the frequency of the
grandmaster to the frequency of the LocalClock entity of this time-aware system (see 10.2.7.1.4).
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10.2.2.1.8 gmTimeBaselndicator (Uinteger16)

The gmTimeBaselndicator is the timeBaselndicator of the ClockSource entity of the current grandmaster. It
is set equal to the gmTimeBaselndicator of the received time-synchronization information. The
gmTimeBaselndicator is the value of the gmTimeBaselndicator member of the most recently received
PortSyncSync structure from the PortSync entity of this port (see 10.2.2.3.10).

10.2.2.1.9 lastGmPhaseChange (ScaledNs)

The lastGmPhaseChange is the time of the current grandmaster minus the time of the previous grandmaster,
at the time that the current grandmaster became grandmaster, or the step change in the time of the curtent
grandmaster at the time of the most recent gmTimeBaselndicator change. It is set equal-fo."the
lastGmPhaseChange of the received time-synchronization information. The lastGmPhaseChafige™is the
value of the lastGmPhaseChange member of the most recently received PortSyncSync structure from the
PortSync entity of this port (see 10.2.2.3.11).

10.2.2.1.10 lastGmFreqChange (Double)

The lastGmFreqChange is the fractional frequency offset of the current grandnjaster relative to the previous
grandmaster, at the time that the current grandmaster became grandmastery onrelative to itself prior to the
last change in gmTimeBaselndicator. It is set equal to the lastGmFfegChange of the received time-
synchronization information. The lastGmFreqChange is the value of the lastGmFreqChange member of the
most recently received PortSyncSync structure from the PortSync entity of this port (see 10.2.2.3.12).

10.2.2.2 MDSyncReceive

10.2.2.2.1 General

This structure contains information that is sent by*the MD entity of a port to the PortSync entity of that port.
It provides the PortSync entity with master cléck timing information and timestamp of receipt of a time-
synchronization event message compensated\for propagation time on the upstream link. The information is
sent to the PortSync entity upon receipt of time-synchronization information by the MD entity of the port.
The information is in turn provided by the PortSync entity to the SiteSync entity. The information is used by
the SiteSync entity to compute the rate ratio of the local oscillator relative to the master and is
communicated to the other PortSync entities for use in computing master clock timing information.

The structure is:

MDSyncReceive {
followt/pCorrectionField,
soutrccPortldentity,
logMessagelnterval,
preciseOriginTimestamp,
upstreamTxTime,
rateRatio,
gmTimeBaselndicator,

TastGmPhaseChangc,
lastGmFreqChange

}

The members of the structure are defined in the following subclauses.

48 Copyright © 2011 IEEE. All rights reserved.


https://iecnorm.com/api/?name=ea2d0c1e30b8bffe01e7cce011b2b8f3

ISO/IEC/IEEE 8802-1AS:2014(E)

IEEE
TIMING AND SYNCHRONIZATION FOR TIME-SENSITIVE APPLICATIONS IN BRIDGED LANS Std 802.1AS-2011

10.2.2.2.2 followUpCorrectionField (ScaledNs)

The followUpCorrectionField contains the elapsed time, relative to the grandmaster, between the time the
grandmaster sent the received time-synchronization information, truncated to the nearest nanosecond, and
the time at which this information was sent by the upstream time-aware system.

NOTE 1—The sum of followUpCorrectionField and preciseOriginTimestamp is the synchronized time that corresponds
to the time the most recently received time-synchronization event message was sent by the upstream time-aware system.

NOTE 2—For a medium that uses separate event and general messages (for example, full-duplex, point-to-point media
described in Clause 11), the event message corresponding to the most recently received network synchronization
information is the event message that corresponds to the most recently received general message. For a medium)|that
places synchronization information based on the event message timestamp in the next event message (for @€xample,
IEEE 802.11 media described in Clause 12), the event message corresponding to the most recently received-iietwork
synchronization information is the previous event message; in this case, the time-synchronization information in the
current event message refers to the previous event message.

10.2.2.2.3 sourcePortldentity (Portldentity)

The sourcePortldentity is the value of the sourcePortldentity of the time-synehrorization event message
received by this port. It is the portldentity of the upstream MasterPort that sent the event message.

10.2.2.2.4 logMessagelnterval (Integer8)

The logMessagelnterval is the value of the logMessagelnterval of the time-synchronization event message
received by this port. It is the currentLogSyncInterval (see 10.6.2:3) of the upstream MasterPort that sent the
event message.

10.2.2.2.5 preciseOriginTimestamp (Timestamp)

The preciseOriginTimestamp is the sourceTime of the ClockMaster entity of the grandmaster, with any
fractional nanoseconds truncated, when . thie."time-synchronization event message was sent by the
grandmaster.

10.2.2.2.6 upstreamTxTime (UScaledNs)

The upstreamTxTime is the value of the <syncEventIngressTimestamp> corresponding to the receipt of the
time-synchronization eveat\niessage, minus the mean propagation time on the link attached to this port
divided by neighborRateRatio (see 10.2.4.6).

10.2.2.2.7 rateRatio (Double)

The rateRationis the value of rateRatio of the received time synchronization information. It is equal to the
ratio of the-frequency of the grandmaster to the frequency of the LocalClock entity of the time-aware system
at the‘other end of the link attached to this port, i.e., the time-aware system that sent the most recently
reeetyved time-synchronization event message (see 10.2.7.1.4).

[ 10.2.2.2.8 gmTimeBaselndicator (Uinteger16)

The gmTimeBaselndicator is the timeBaselndicator of the ClockSource entity of the current grandmaster. It
is set equal to the gmTimeBaselndicator of the received time-synchronization information.
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10.2.2.2.9 lastGmPhaseChange (ScaledNs)

The lastGmPhaseChange is the time of the current grandmaster minus the time of the previous grandmaster,
at the time that the current grandmaster became grandmaster, or the step change in the time of the current
grandmaster at the time of the most recent gmTimeBaselndicator change. It is set equal to the
lastGmPhaseChange of the received time-synchronization information.

10.2.2.2.10 lastGmFreqChange (Double)

The lastGmFreqChange is the fractional frequency offset of the current grandmaster relative to the previous
grandmaster, at the time that the current grandmaster became grandmaster, or relative to itself prior to the
last change in gmTimeBaselndicator. It is set equal to the lastGmFreqChange of the received. time-
synchronization information.

10.2.2.3 PortSyncSync

10.2.2.3.1 General

This structure is sent by the PortSync and ClockMaster entities to the SiteSyn€ €ntity, and also from the
SiteSync entity to the PortSync and ClockSlave entities.

When sent from the PortSync or ClockMaster entity, it provides the SiteSync entity with master clock timing
information, timestamp of receipt of a time-synchronization event.inéssage compensated for propagation
time on the upstream link, and the time at which sync receipt timeout occurs if a subsequent Sync message is
not received by then. The information is used by the SiteSyné_eéntity to compute the rate ratio of the local
oscillator relative to the master and is communicated to~the other PortSync entities for use in computing
master clock timing information.

When sent from the SiteSync entity to the PortSync or ClockMaster entity, the structure contains
information needed to compute the synchronizdtion information that will be included in respective fields of
the time-synchronization event and general mgssages that will be sent, and also to compute the synchronized
time that the ClockSlave entity will supplyito the ClockTarget entity.

The structure is:

PortSyncSync ~ {
localPortNumbet,
syncReceiptTimeoutTime,
followUpCotrectionField,
sourcePortldentity,
logMessagelnterval,
preciseOriginTimestamp,
tpstreamTxTime,
rateRatio,
gmTimeBaselndicator,
lastGmPhaseChange,

TastGmFreqChange

}

The parameters of the PortSyncSync structure are defined in the following subclauses for the case where the
structure is sent from the PortSync or ClockMaster entity to the SiteSync entity. If the structure is sent from
the SiteSync entity to the PortSync or ClockSlave entity, the member values are copied from the most
recently received PortSyncSync structure where the port that received this structure has port role of
SlavePort.
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10.2.2.3.2 localPortNumber (Uinteger16)

If the structure is sent by a PortSync entity, the localPortNumber is the port number of the port whose
PortSync entity sent this structure. If the structure is sent by a ClockMaster entity, the localPortNumber is
Zero.

10.2.2.3.3 syncReceiptTimeoutTime (UScaledNs)

If the structure 1s sent by a PortSync entity, the syncReceiptTimeoutTime is the value of the local time (i.e.,
the free-running, local oscillator time) at which sync receipt timeout occurs if a subsequent timés
synchronization event message is not received by that time. If the structure is sent by a ClockMaster entity,
the syncReceiptTimeoutTime is FFFFFFFFFFFFFFFF ¢ [see 10.2.8.2.1, item h)].

10.2.2.3.4 followUpCorrectionField (ScaledNs)

If the structure is sent by a PortSync entity, the followUpCorrectionField is- 'the” value of the
followUpcorrectionField member of the MDSyncReceive structure whose receipt caused’'the sending of this
structure (see 10.2.2.2.2). If the structure is sent by a ClockMaster entity, the followUpCorrectionField is the
sub-nanosecond portion of the ClockMaster time.

10.2.2.3.5 sourcePortldentity (Portldentity)

If the structure is sent by a PortSync entity, the sourcePortldentity-is’the value of the sourcePortIdentity
member of the MDSyncReceive structure whose receipt caused the'sending of this structure (see 10.2.2.2.3).
If the structure is sent by a ClockMaster entity, the clockldertity member of the sourcePortldentity is the
clockIdentity of this time-aware system, and the portNumbet, member of the sourcePortIdentity is 0.

10.2.2.3.6 logMessagelnterval (Integer8)

If the structure is sent by a PortSync entity, thélogMessagelnterval is the value of the logMessagelnterval
member of the MDSyncReceive structure whose receipt caused the sending of this structure (see 10.2.2.2.4).
If the structure is sent by a CleckMaster entity, the logMessagelnterval is the value of
clockMasterLogSyncInterval (see 10.6:2:4).

10.2.2.3.7 preciseOriginTimestamp (Timestamp)

If the structure is sert by a PortSync entity, the preciseOriginTimestamp is the value of the
preciseOriginTimestamp, member of the MDSyncReceive structure whose receipt caused the sending of this
structure (see 10.2.2:2.5). If the structure is sent by a ClockMaster entity, the preciseOriginTimestamp is the
ClockMaster time.truncated to the next lower nanosecond.

10.2.2.3.8'upstreamTxTime (UScaledNs)
If thesstructure is sent by a PortSync entity, the upstreamTxTime is the value of the upstreamTxTime

member of the MDSyncReceive structure whose receipt caused the sending of this structure (see 10.2.2.2.6).
{f” the structure is sent by a ClockMaster entity, the upstreamTxTime is the local oscillator time

corresponding to the ClockMaster time.
10.2.2.3.9 rateRatio (Double)

If the structure is sent by a PortSync entity, the rateRatio is the value of the rateRatio member of the
MDSyncReceive structure whose receipt caused the sending of this structure (see 10.2.2.2.7). It is equal to
the ratio of the frequency of the grandmaster to the frequency of the LocalClock entity of the time-aware
system at the other end of the link attached to this port, i.e., the time-aware system that sent the most
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recently-received time-synchronization event message (see 10.2.7.1.4). If the structure is sent by a
ClockMaster entity, the rateRatio is equal to gmRateRatio (see 10.2.3.14).

10.2.2.3.10 gmTimeBaselndicator (Ulnteger16)
If the structure is sent by a PortSync entity, the gmTimeBaselndicator is the value of the

gmTimeBaselndicator member of the MDSyncReceive structure whose receipt caused the sending of this
structure (see 10.2.2.2.8). If the structure is sent by a ClockMaster entity, the gmTimeBaselndicator is equal

to clockSourceTimeBaselndicator (see 10.2.3.8).
10.2.2.3.11 lastGmPhaseChange (ScaledNs)

If the structure is sent by a PortSync entity, the lastGmPhaseChange is the value of the lastGmPhaseChange
member of the MDSyncReceive structure whose receipt caused the sending of this structure (see 10.2.2.2.8).
If the structure is sent by a ClockMaster entity, the lastGmPhaseChange is equal to clockSgurcePhaseOffset
(see 10.2.3.7).

10.2.2.3.12 lastGmFreqChange (Double)

If the structure is sent by a PortSync entity, the lastGmFreqChange is the yalu¢ of the lastGmFreqChange
member of the MDSyncReceive structure whose receipt caused the sending of this structure (see 10.2.2.2.8).
If the structure is sent by a ClockMaster entity, the lastGmFreqChange, is equal to clockSourceFreqOffset
(see 10.2.3.6).

10.2.3 Per-time-aware system global variables

10.2.3.1 BEGIN: a Boolean controlled by the system initialization. If BEGIN is true, all state machines,
including per-port state machines, continuously exeectite their initial state.

10.2.3.2 clockMasterSyncInterval: a variable) containing the mean time interval between successive
messages providing time-synchronization information by the ClockMaster entity to the SiteSync entity. This
value is given by 1000000000 x 2¢lockMastethogSynclnterval 'y here clockMasterLogSynclnterval is the logarithm
to base 2 of the mean time between the“successive providing of time-synchronization information by the
ClockMaster entity (see 10.6.2.3). Fhe data type for clockMasterSyncInterval is UScaledNs.

10.2.3.3 clockSlaveTime: -the" synchronized time maintained, at the slave, at the granularity of the
LocalClock entity [i.e., @ new value is computed every localClockTickInterval (see 10.2.3.18) by the
ClockSlave entity]. The data type for clockSlaveTime is ExtendedTimestamp.

10.2.3.4 syncReceiptTime: the synchronized time computed by the ClockSlave entity at the instant time-
synchronization—information, contained in a PortSyncSync structure, is received. The data type for
syncReceiptFime is ExtendedTimestamp.

10.2.3.5"syncReceiptLocalTime: the value of currentTime (i.e., the time relative to the LocalClock entity)
carresponding to syncReceiptTime. The data type for syncReceiptLocalTime is UScaledNs.

10.2.3:6 clockSourceFreqOIIset: the Iractional Irequency olfset ol the CIOcKSource entity Irequency
relative to the current grandmaster frequency. The data type for clockSourceFreqOffset is Double.

10.2.3.7 clockSourcePhaseOffset: the time provided by the ClockSource entity, minus the synchronized
time. The data type for clockSourcePhaseOffset is ScaledNs.

10.2.3.8 clockSourceTimeBaselndicator: a global variable that is set equal to the timeBaselndicator
parameter of the ClockSourceTime.invoke application interface function (see 9.2.2.2). That parameter is set

52 Copyright © 2011 IEEE. All rights reserved.


https://iecnorm.com/api/?name=ea2d0c1e30b8bffe01e7cce011b2b8f3

ISO/IEC/IEEE 8802-1AS:2014(E)

IEEE
TIMING AND SYNCHRONIZATION FOR TIME-SENSITIVE APPLICATIONS IN BRIDGED LANS Std 802.1AS-2011

by the ClockSource entity and is changed by that entity whenever the time base changes. The data type for
clockSourceTimeBaselndicator is Ulnteger16.

10.2.3.9 clockSourceTimeBaselndicatorOld: a global variable that is set equal to the previous value of
clockSourceTimeBaselndicator. The data type for clockSourceTimeBaselndicatorOld is Ulnteger16.

10.2.3.10 clockSourceLastGmPhaseChange: a global variable that is set equal to the lastGmPhaseChange
parameter of the ClockSourceTime.invoke application interface function (see 9.2.2.3). That parameter is set

by the ClockSource entity and 1s changed by that entity whenever the time base changes. The data type for
clockSourceLastGmPhaseChange is ScaledNs.

10.2.3.11 clockSourceLastGmFreqChange: a global variable that is set equal to the lastGmFregChahge
parameter of the ClockSourceTime.invoke application interface function (see 9.2.2.4). That paramptér is set
by the ClockSource entity and is changed by that entity whenever the time base changes. The data type for
clockSourceLastGmFreqChange is Double.

10.2.3.12 currentTime: the current value of time relative to the LocalClock entity elock. The data type for
currentTime is UScaledNs.

10.2.3.13 gmPresent: a Boolean that indicates whether a grandmaster-capable time-aware system is present
in the domain. If TRUE, a grandmaster-capable time-aware system is present; if FALSE, a grandmaster-
capable time-aware system is not present.

10.2.3.14 gmRateRatio: the measured ratio of the frequency of.the ClockSource entity to the frequency of
the LocalClock entity. The data type for gmRateRatio is Double.

10.2.3.15 gmTimeBaselndicator: the most recent’value of gmTimeBaselndicator provided to the
ClockSlaveSync state machine via a PortSyncSynelstructure. The data type for gmTimeBaselndicator is
Ulnteger16.

10.2.3.16 lastGmPhaseChange: the most: recent value of lastGmPhaseChange provided to the
ClockSlaveSync state machine via a PeftSyncSync structure. The data type for lastGmPhaseChange is
ScaledNs.

10.2.3.17 lastGmFreqChange: “~the most recent value of lastGmFreqChange provided to the
ClockSlaveSync state machifie® via a PortSyncSync structure. The data type for lastGmFreqChange is
Double.

10.2.3.18 localClockTickInterval: the time interval between two successive significant instants (i.e.,
“ticks”) of the L.ocalClock entity. The data type for localClockTickInterval is Timelnterval.

10.2.3.19docalTime: the value of currentTime when the most recent ClockSourceTime.invoke function (see
9.2) was,received from the ClockSource entity, or when the LocalClock entity most recently updated its
time..The data type for localTime is UScaledNs.

10.2.3.20 selectedRole: an Enumeration2 array of length numberPorts+1 (see 8.6.1). selectedRole[j] is set

€qual to the port role (see 1able 10-1) o port whose portNumber is J.

10.2.3.21 masterTime: the time maintained by the ClockMaster entity, based on information received from
the ClockSource and LocalClock entities. The data type for masterTime is ExtendedTimestamp.

10.2.3.22 thisClock: the clockldentity of the current time-aware system. The data type for thisClock is
ClocklIdentity.
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10.2.4 Per-port global variables

10.2.4.1 asCapable: a Boolean that is TRUE if and only if it is determined that this time-aware system and
the time-aware system at the other end of the link attached to this port can interoperate with each other via
the IEEE 802.1AS protocol. This means that
a) this time-aware system is capable of executing the IEEE 802.1AS protocol,
b) the time-aware system at the other end of the link is capable of executing the IEEE 802.1AS
protocol, and

¢) there are no non-IEEE-802.1AS systems in between this time-aware system and the time-aware
system at the other end of the link that introduce sufficient impairments that the end-to-end timé-
synchronization performance of B.3 cannot be met.

The determination of asCapable is different for each medium, and is described in the respectiVe-media-
dependent clauses.

10.2.4.2 syncReceiptTimeoutTimelnterval: the time interval after which sync receipt(timeout occurs if
time synchronization information has not been received during the intervall The value of
syncReceiptTimeoutTimelnterval is equal to syncReceiptTimeout (see 10.6.3.1 multiplied by the
syncInterval (see 10.2.4.5) for the port at the other end of the link to which this.pett is attached. The value of
synclnterval for the port at the other end of the link is computed from logMessagelnterval of the received
Sync message (see 10.5.2.2.11). The data type for syncReceiptTimeoutTitnelnterval is UScaledNs.

10.2.4.3 currentLogSyncInterval: the current value of the logarithi'to base 2 of the mean time interval, in
seconds, between the sending of successive time-synchronizatian évent messages (see 10.6.2.3). This value
is set in the LinkDelaySyncIntervalSetting state machine (see 11.2.17). The data type for
currentLogSynclnterval is IntegerS.

10.2.4.4 initialLogSyncInterval: the initial value of\the logarithm to base 2 of the mean time interval, in
seconds, between the sending of successive timé«<Syhchronization event messages (see 10.6.2.3). The data
type for initialLogSynclInterval is IntegerS.

10.2.4.5 synclInterval: a variable contaiing the mean time-synchronization event message transmission
interval for the port. This value is set in‘the LinkDelaySyncIntervalSetting state machine (see 11.2.17). The
data type for syncInterval is UScaledNs.

10.2.4.6 neighborRateRatio¢ the measured ratio of the frequency of the LocalClock entity of the time-
aware system at the othef end of the link attached to this port, to the frequency of the LocalClock entity of
this time-aware system.’ The data type for neighborRateRatio is Double.

10.2.4.7 neighborPropDelay: the measured propagation delay on the link attached to this port, relative to
the LocalClack entity of the time-aware system at the other end of the link (i.e., expressed in the time base of
the time-aware system at the other end of the link). The data type for neighborPropDelay is UScaledNs.

10.2.4.8"delayAsymmetry: the asymmetry in the propagation delay on the link attached to this port relative
o, the grandmaster time base, as defined in 8.3. If propagation delay asymmetry is not modeled, then
delayAsymmetry is zero.

10.2.4.9 computeNeighborRateRatio: a Boolean, set by the LinkDelaySynclntervalSetting state machine
(see 11.2.17), that indicates whether neighborRateRatio is to be computed by this port.

10.2.4.10 computeNeighborPropDelay: a Boolean, set by the LinkDelaySyncIntervalSetting state machine
(see 11.2.17), that indicates whether neighborPropDelay is to be computed by this port.
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10.2.4.11 portEnabled [the term port in the following items a) through c) is a physical port]: a Boolean
that is set if the time-aware system’s MAC Relay Entity and Spanning Tree Protocol Entity can use the
MAC Service provided by the Port’s MAC entity to transmit and receive frames to and from the attached
LAN, i.e., portEnabled is TRUE if and only if:

a) MAC Operational (see 6.4.2 of IEEE Std 802.1D-2004) is TRUE; and

b)  Administrative Bridge Port State (see 14.8.2.2 of IEEE Sd 802.1D-2004) for the Port is Enabled; and

¢) AuthControlledPortStatus is Authorized (if the port is a network access port; see

IEEE Std 802.1X™-2010 [B5]).

10.2.4.12 pttPortEnabled: a Boolean that is set if the time-synchronization and best master selection
functions of the port are enabled.

NOTE—It is expected that the value of pttPortEnabled will be set via the management interface (see 14.6.4){ By having
both portEnabled and pttPortEnabled variables, a port can be enabled for data transport but not for synehronization
transport.

10.2.4.13 thisPort: the portNumber of the current port. The data type for thisPort is Ulnteger16.
10.2.5 Functions used by multiple state machines

10.2.5.1 random(): returns a uniformly-distributed pseudo-random number whose data type is Ulnteger16
(i.e., the function returns a uniformly distributed, pseudo-random integeininvthe range [0, 2'¢ - 1]).

10.2.6 SiteSyncSync state machine

10.2.6.1 State machine variables

10.2.6.1.1 revdPSSync: a Boolean variable that notifi€s the current state machine when a PortSyncSync
structure (see 10.2.2.3) is received from the PortSyncSyncReceive state machine of a PortSync entity or
from the ClockMasterSyncSend state machine of the ClockMaster entity. This variable is reset by this state
machine.

10.2.6.1.2 rcvdPSSyncPtr: a pointer togthe received PortSyncSync structure indicated by revdPSSync.
10.2.6.1.3 txPSSyncPtr: a pointer'té the PortSyncSync structure transmitted by the state machine.

10.2.6.2 State machine-functions

10.2.6.2.1 setPSSynéSend (revdPSSyncIndPtr): creates a PortSyncSync structure to be transmitted, and
returns a pointey to™this structure. The members are copied from the received PortSyncSync structure
pointed to by r¢vdPSSyncPtr.

10.2.6.22/txPSSync (txPSSyncPtr): transmits a copy of the PortSyncSync structure pointed to by

txPSSyne¢Ptr to the PortSyncSyncSend state machine of each PortSync entity and the ClockSlaveSync state
machitie of the ClockSlave entity of this time-aware system.

| ~10.2.6.3 State diagram

The SiteSyncSync state machine shall implement the function specified by the state diagram in Figure 10-3,
the local variables specified in 10.2.6.1, the functions specified in 10.2.6.2, the structure specified in
10.2.2.3, and the relevant global variables and functions specified in 10.2.3 through 10.2.5. The state
machine receives time-synchronization information, accumulated rateRatio, and syncReceiptTimeoutTime
from the PortSync entity (PortSyncSyncReceive state machine) of the current slave port or from the
ClockMaster entity (ClockMasterSyncSend state machine). If the information was sent by a PortSync entity,
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the state machine also receives the portldentity of the port on the upstream time-aware system that sent the
information to this time-aware system (if the information was sent by the ClockMaster entity, this
portldentity is zero). The state machine sends a PortSyncSync structure to the PortSync entities of all the
ports and to the ClockSlave entity.

BEGIN

INITIALIZING

rcvdPSSync = FALSE;

rcvdPSSync &&
selectedRole[rcvdPSSyncPtr->localPortNumber] == SlavePort
&& gmPresent

D

RECEIVING_SYNC

rcvdPSSync = FALSE;
txPSSyncPtr = setPSSyncSend (rcvdPSSyncPtr);
txPSSync (txPSSyncPtr);

S

revdRSSyne &&
selectedRole[rcvdPSSyncPtt-3loCalPortNumber] == SlavePort
&&@gmPresent

Figure 10-3—SiteSyncSync state machine
10.2.7 PortSyncSyncReceive state machine
10.2.7.1 State machine variables
10.2.7.1.1 rcvdMDSynec: - a ;Boolean variable that notifies the current state machine when an
MDSyncReceive structure i$ received from the MDSyncReceiveSM state machine of an MD entity of the
same port (see 10.2.2.1). This variable is reset by this state machine.
10.2.7.1.2 revdMDSyncPtr: a pointer to the received MDSyncReceive structure indicated by rcvdMDSync.
10.2.7.1.3.t&xPSSyncPtr: a pointer to the PortSyncSync structure transmitted by the state machine.
10.2. .14 rateRatio: a Double variable that holds the ratio of the frequency of the grandmaster to the

fiequency of the LocalClock entity. This frequency ratio is computed by (a) measuring the ratio of the
grandmaster frequency to the LocalClock frequency at the grandmaster time-aware system and initializing

TACRANO 10 UNS_vatue 1 e COCKMASTETSTdState Macine of e grandimaster node, and (o)
accumulating, in the PortSyncSyncReceive state machine of each time-aware system, the frequency offset of
the LocalClock entity of the time-aware system at the remote end of the link attached to that port to the
frequency of the LocalClock entity of this time-aware system.
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10.2.7.2 State machine functions

10.2.7.2.1 setPSSyncPSSR (revdMDSyncPtr, syncReceiptTimeoutTimelnterval, rateRatio): creates a
PortSyncSync structure to be transmitted, and returns a pointer to this structure. The members are set as
follows:
a) localPortNumber is set equal to thisPort,
b) followUpCorrectionField, sourcePortldentity, logMessagelnterval, and preciseOriginTimestamp are
copied from the received MDSyncReceive structure,

¢) upstreamTxTime 1s set equal to the upstreamTxTime member of the MDSyncReceive structure
pointed to by rcevdMDSyncPtr,

d) syncReceiptTimeoutTime is set equal to currentTime plus syncReceiptTimeoutTimelnterval~(see
10.2.4.2), and

e) the function argument rateRatio is set equal to the local variable rateRatio (computed just-prior to
invoking setPSSyncReceive (see Figure 10-4). The rateRatio member of the PortSyncSyrie structure
is then set equal to the function argument rateRatio.

10.2.7.2.2 txPSSyncPSSR (txPSSyncPtr): transmits a copy of the PortSyncSync strueture pointed to by
txPSSyncPtr to the SiteSyncSync state machine of this time-aware system.

10.2.7.3 State diagram

The PortSyncSyncReceive state machine shall implement the functien, specified by the state diagram in
Figure 10-4, the local variables specified in 10.2.7.1, the functions-Specified in 10.2.7.2, the structures
specified in 10.2.2.1 and 10.2.2.3, and the relevant global variables'and functions specified in 10.2.3 through
10.2.5. The state machine receives time-synchronizationinformation, accumulated rateRatio, and
syncReceiptTimeoutTime from the MD entity (MDSyncReceiveSM state machine) of the same port. The
state machine adds, to rateRatio, the fractional frequéncy offset of the LocalClock entity relative to the
LocalClock entity of the upstream time-aware systenhat'the remote end of the link attached to this port. The
state machine computes syncReceiptTimeoutTimé.The state machine sends this information to the SiteSync
entity (SiteSyncSync state machine).
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BEGIN || (rcvdMDSync && (!portEnabled || IpttPortEnabled || lasCapable))

DISCARD

rcvdMDSync = FALSE;

rcvdMDSync && portEnabled &&
pttPortEnabled && asCapable

RECEIVED_SYNC

rcvdMDSync = FALSE;
rateRatio = rcvdMDSyncPtr->rateRatio;
rateRatio += (neighborRateRatio — 1.0);
syncReceiptTimeoutTimelnterval = syncReceiptTimeout*(10°%)*2'
txPSSyncPtr = setPSSyncPSSR (revdMDSyncPtr, syncReceiptTimeoutTimelnterval, rateRatio);
txPSSyncPSSR (txPSSyncPtr);

revdMDSync && portEnabled && pttPortEnabled && asCapable &&
(revdMDSyncPtr->sourcePortldentity == gmPriority.sourcePortldentity)

+rovdMDSyncRirsjogMEssagelnterval.

Figure 10-4—PortSyncSyncRéceive state machine

10.2.8 ClockMasterSyncSend state machine

10.2.8.1 State machine variables

10.2.8.1.1 syncSendTime: the time in seconds, relative to the LocalClock entity, when synchronization
information will next be sent to the.SiteSync entity, via a PortSyncSync structure. The data type for
syncSendTime is UScaledNs.

10.2.8.1.2 txPSSyncPtr: a pomter to the PortSyncSync structure transmitted by the state machine.

10.2.8.2 State machine functions

10.2.8.2.1 setPSSyncCMSS (gmRateRatio): creates a PortSyncSync structure to be transmitted, and
returns a pointerfo this structure. The members are set as follows:

a) localRortNumber is set to 0
b) preciseOriginTimestamp is set equal to the masterTime, with any fractional nanoseconds truncated
¢) “\~followUpCorrectionField is set equal to the sum of
1) the fractional nanoseconds portion of masterTime.fractionalNanoseconds,
2) the quantity gmRateRatio X (currentTime — localTime)
H—the-cloclddentity-member-ofsourcePortdentitytssetequat-to-theeloelddentity-of-thistime-aware
system
e) the portNumber member of the sourcePortldentity is set to 0

NOTE—This quantity and localPortNumber are redundant; both are retained so that the SiteSync entity can process
PortSyncSync structures received from a PortSync entity or the ClockMaster entity in the same manner.

f)

58

logMessagelnterval is set to clockMasterLogSyncInterval
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g) upstreamTxTime is set equal to localTime
h)  syncReceiptTimeoutTime is set equal to FFFFFFFFFFFFFFFF ¢

NOTE—A ClockMaster entity does not receive Sync messages, and there is no notion of sync receipt timeout.
syncReceiptTimeoutTime is set to the largest possible value, approximately 5.84 x 10° years.

i)  rateRatio is set equal to gmRateRatio
j)  gmTimeBaselndicator is set equal to clockSourceTimeBaselndicator

L PP oY) yall . - 1s 1 1.Q Dl Fav o 1
K TASTUIT TTdSTLUIIAITEU IS5 SUL LHUAL U CIUVROUUILUT HASUUITISUL, dallt

1) lastGmFreqChange is set equal to clockSourceFreqOffset

10.2.8.2.2 txPSSyncCMSS (txPSSyncPtr): transmits a copy of the PortSyncSync structure pointed-to/by
txPSSyncPtr to the SiteSync state machine.

10.2.8.3 State diagram

The ClockMasterSyncSend state machine shall implement the function specified by ‘the state diagram in
Figure 10-5, the local variables specified in 10.2.8.1, the functions specified in{0.2.8.2, the structure
specified in 10.2.2.3, and the relevant global variables and functions specified il 102.3 through 10.2.5. The
state machine receives masterTime and clockSourceTimeBaseIndicator from the’ClockMasterSyncReceive
state machine, and phase and frequency offset between masterTime/and syncReceiptTime from the
ClockMasterSyncOffset state machine. It provides masterTime (i.e., synehtonized time) and the phase and
frequency offset to the SiteSync entity via a PortSyncSync structure.

The ClockMasterSyncSend state machine is optional for time*aware systems that are not grandmaster-
capable (see 8.6.2.1, 10.1.2, and 10.2.1). This state machie’may be present in a time-aware system that is
not grandmaster-capable; however, any information supplied by it to the SiteSyncSync state machine is not
used by the SiteSyncSync state machine if the time-awate system is not grandmaster-capable.
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BEGIN

INTTTALIZING

syncSendTime = currentTime + clockMasterSyncinterval;

currentTime >= syncSendTime

A A
SEND_SYNC_INDICATION

txPSSyncPtr = setPSSyncCMSS (gmRateRatio);
txPSSyncCMSS (txPSSyncPtr);
syncSendTime = currentTime + clockMasterSyncinterval;

currentTime >= syncSendTime

Figure 10-5—ClockMasterSyncSend state machine
10.2.9 ClockMasterSyncOffset state machine
10.2.9.1 State machine variables

10.2.9.1.1 rcvdSyncReceiptTime: a Bdolean variable that notifies the current state machine when
syncReceiptTime is received from the\€lockSlave entity. This variable is reset by this state machine.

10.2.9.2 State machine functions

10.2.9.2.1 computeClockSourceFreqOffset(): computes clockSourceFreqOffset (see 10.2.3.6), using
successive values of masterTime computed by the ClockMasterSyncReceive state machine (see 10.2.10) and
successive values df-syncReceiptTime computed by the ClockSlaveSync state machine (see 10.2.12). Any
scheme that yses_this information to compute clockSourceFreqOffset is acceptable as long as the
performanceyrequirements specified in B.2.4 are met.

NOTE~=As one example, clockSourceFreqOffset can be estimated as the ratio of the duration of a time interval
measted’ by the ClockSource entity to the duration of the same time interval computed from networkTime values,
minus. 1.

| ~10.2.9.3 State diagram

The ClockMasterSyncOffset state machine shall implement the function specified by the state diagram in
Figure 10-6, the local variables specified in 10.2.9.1, and the relevant global variables and functions
specified in 10.2.3 through 10.2.5. The state machine receives syncReceiptTime from the ClockSlaveSync
state machine and masterTime from the ClockMasterSyncReceive state machine. It computes
clockSourcePhaseOffset and clockSourceFrequency offset if this time-aware system is not currently the
grandmaster, i.e., if selectedRole[0] is equal to PassivePort.
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The ClockMasterSyncOffset state machine is optional for time-aware systems that are not grandmaster-
capable (see 8.6.2.1, 10.1.2, and 10.2.1). This state machine may be present in a time-aware system that is
not grandmaster-capable; however, any information supplied by it, via the ClockMasterSyncSend state
machine, to the SiteSyncSync state machine is not used by the SiteSyncSync state machine if the time-aware
system is not grandmaster-capable.

BEGIN

A
INITIALIZING

revdSyncReceiptTime = FALSE;

rcvdSyncReceiptTime

SEND_SYNC_INDICATION

rcvdSyncReceiptTime = FALSE;
If (selectedRole[0] == PassivePort)

clockSourcePhaseOffset = (sourceTime.seconds — SyngRéceiptTime.seconds)*(10°)*(1<<16) +
(sourceTime.fractionalNanoseconds — SyncReceiptTime.fractionalNanoseconds);
clockSourceFreqOffset = computeClockSourceFréq@ffset();

else if (clockSourceTimeBaselndicator != clogkSolrce TimeBaselndicatorOld)
{
clockSourcePhaseOffset = clockSourcekastGmPhaseChange;
clockSourceFreqOffset = clockSourcelastGmFreqChange;

}

rcvdSyncReceiptTime

Figure 10-6—ClockMasterSyncOffset state machine
10.2.10 ClockMasterSyncReceive state machine
10.2.10.1 State miachine variables
10.2.10.1.1 xcvdClockSourceReq: a Boolean variable that notifies the current state machine when
ClockSourceTime.invoke function is received from the Clock source entity. This variable is reset by this

state n1achine.

10.2.10.1.2 rcvdClockSourceReqPtr: a pointer to the received ClockSourceTime.invoke function
pdrameters.

10.2.10.1.3 rcvdLocalClockTick: a Boolean variable that notifies the current state machine when the
LocalClock entity updates its time. This variable is reset by this state machine.

10.2.10.2 State machine functions

10.2.10.2.1 computeGmRateRatio(): computes gmRateRatio(see 10.2.3.14), using values of sourceTime
conveyed by successive ClockSourceTime.invoke functions (see 9.2.2.1), and corresponding values of
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localTime (see 10.2.3.19). Any scheme that uses this information, along with any other information
conveyed by the successive ClockSourceTime.invoke functions and corresponding values of localTime, to
compute gmRateRatio is acceptable as long as the performance requirements specified in B.2.4 are met.

NOTE—As one example, gmRateRatio can be estimated as the ratio of the elapsed time of the ClockSource entity that
supplies time to this time-aware system, to the elapsed time of the LocalClock entity of this time-aware system. This
ratio can be computed for the time interval between a received ClockSourceTime.invoke function and a second received
ClockSourceTime.invoke function some number of ClockSourceTime.invoke functions later, i.e.,

ClockSource.invoke.sourceTime N” ClockSource.invoke.sourceTime0

localTime N~ localTime 0

where the successive received ClockSourceTime.invoke functions are indexed from 0 to &, with the first such function
indexed as 0, and localTime; is the value of localTime when the ClockSourceTime.invoke function whose ifdex is j is
received.

10.2.10.2.2 updateMasterTime(): updates the global variable masterTime (see 102:3721), based on
information received from the ClockSource and LocalClock entities. It is the résponsibility of the
application to filter master times appropriately. As one example, masterTime/can” be set equal to the
sourceTime member of the ClockSourceTime.invoke function when this function”is received, and can be
incremented by localClockTickInterval (see 10.2.3.18) divided by gmRatoRatio (see 10.2.3.14) when
rcvdLocalClockTick is TRUE.

10.2.10.3 State diagram

The ClockMasterSyncReceive state machine shall implement the function specified by the state diagram in
Figure 10-7, the local variables specified in 10.2.10.1,-andd the relevant global variables and functions
specified in 10.2.3 through 10.2.5. The state machine/updates the global variable masterTime with
information received from the ClockSource entfity" via the ClockSourceTime.invoke function and
information received from the LocalClock entity.)lt also computes gmRateRatio, i.e., the ratio of the
ClockSource entity frequency and the LocalClogk entity frequency.

The ClockMasterSyncReceive state macliine is optional for time-aware systems that are not grandmaster-
capable (see 8.6.2.1, 10.1.2, and 10.2:1)/This state machine may be present in a time-aware system that is
not grandmaster-capable; however, any information supplied by it, via the ClockMasterSyncSend state
machine, to the SiteSyncSync state‘machine is not used by the SiteSyncSync state machine if the time-aware
system is not grandmaster-capable.
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BEGIN

i

INITIALIZING

masternime = rocarrime = 0.0,
clockSourceTimeBaselndicatorOld = 0;
rcvdClockSourceReq = FALSE;
rcvdLocalClockTick = FALSE;

UcT

v

WAITING

ucTt rcvdClockSourceReq ||
rcvdLocalClockTick

RECEIVE_SOURCE_TIME

updateMasterTime();
localTime = currentTime;
if (rcvdClockSourceReq)
{
computeGmRateRatio();
clockSourceTimeBaselndicatorOld = clockSource TimeBaselndicator;
clockSourceTimeBaselndicator = rcvdClockSourceReqPtr->timeBaselndicator
clockSourcelLastGmPhaseChange = rcydGlockSourceReqPtr->lastGmPhaseChange
clockSourceLastGmFreqChange = revdGlockSourceReqPtr->lastGmFreqChange

}
rcvdClockSourceReq = FALSE;
rcvdLocalClockTick = FALSE;

Figure 10-7—ClockMasterSyncReceive state machine
10.2.11 PortSyncSyncSend'state machine
10.2.11.1 State machine variables
10.2.11.1.1 revdPRSSync: a Boolean variable that notifies the current state machine when a PortSyncSync
structure is received from the SiteSyncSync state machine of the SiteSync entity of the time-aware system
(see 10.2,2:3) This variable is reset by this state machine.

10.2.14:1.2 revdPSSyncPtr: a pointer to the received PortSyncSync structure indicated by rcvdPSSync.

10.2.11.1.3 lastSourcePortldentity: the sourcePortldentity member of the most recently received

POTTSyncSync structure. 1he data type 10T lastsourcePortldentity 15 Portldentity.

10.2.11.1.4 lastPreciseOriginTimestamp: the preciseOriginTimestamp member of the most recently
received PortSyncSync structure. The data type for lastPreciseOriginTimestamp is Timestamp.

10.2.11.1.5 lastFollowUpCorrectionField: the followUpCorrectionField member of the most recently
received PortSyncSync member. The data type for lastFollowUpCorrectionField is ScaledNs.
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10.2.11.1.6 lastRateRatio: the rateRatio member of the most recently received PortSyncSync structure. The
data type for lastRateRatio is Double.

10.2.11.1.7 lastUpstreamTxTime: the upstreamTxTime of the most recently received PortSyncSync
member. The data type for lastUpstreamTxTime is UScaledNs.

10.2.11.1.8 lastSyncSentTime: the value of currentTime (i.e., the time relative to the LocalClock entity)
when the most recent MDSyncSend structure was sent. The data type for lastSyncSentTime is UScaledNs.

10.2.11.1.9 lastRcvdPortNum: the portNumber of the port on which time-synchronization information wds
most recently received. The data type for lastReceivedPortNum is Ulnteger16.

10.2.11.1.10 lastGmTimeBaselndicator: the gmTimeBaselndicator of the most recently\ r&ceived
PortSyncSync member. The data type for lastGmTimeBaselIndicator is Ulnteger16.

10.2.11.1.11 lastGmPhaseChange: the lastGmPhaseChange of the most recently received PortSyncSync
member. The data type for lastGmPhaseChange is ScaledNs.

10.2.11.1.12 lastGmFreqChange: the lastGmFreqChange of the most recefitly received PortSyncSync
member. The data type for lastGmPhaseChange is Double.

10.2.11.1.13 txMDSyncSendPtr: a pointer to the MDSyncSend structure'sent to the MD entity of this port.

10.2.11.1.14 syncReceiptTimeoutTime: the value of the syncReceiptTimeoutTime member of the most
recently received PortSyncSync structure. The data type for syhicReceiptTimeoutTime is UScaledNs.

10.2.11.2 State machine functions

10.2.11.2.1 setMDSynec(): creates an MDSyncSénd’ structure, and returns a pointer to this structure. The
members are set as follows:

a) sourcePortldentity is set to the “portldentity of this port if the clockldentity member of
lastSourcePortldentity (see 10.2.41*1.3) is equal to thisClock (see 10.2.3.22); otherwise, it is set to
lastSourcePortldentity

b) logMessagelnterval is set equal to the value of currentLogSyncInterval for this port (see 10.6.2.3)

c) preciseOriginTimestamp 15 set equal to lastPreciseOriginTimestamp (see 10.2.11.1.4)

d) rateRatio is set equal fo lastRateRatio (see 10.2.11.1.6)

e) followUpCorrectionField is set equal to lastFollowUpCorrectionField (see 10.2.11.1.5)

f)  upstreamTxTinie is set equal to lastUpstreamTxTime (see 10.2.11.1.7)

10.2.11.2.2 txMDSync(txMDSyncPtr): transmits the MDSyncSend structure pointed to by
txMDSyncSendPtr, to the MDSyncSendSM state machine of the MD entity of this port.

10.2.11:3. State diagram

The) PortSyncSyncSend state machine shall implement the function specified by the state diagram in
Eigure 10-8, the local variables specified in 10.2.11.1, the functions specified in 10.2.11.2, the structures

specilied in 10.2.2.1 througn 10.2.2.3, and the relevant global variables and functions speciiied in 10.2.3
through 10.2.5. The state machine receives time-synchronization information from the SiteSyncSync state
machine, corresponding to the receipt of the most recent synchronization information on either the slave
port, if this time-aware system is not the grandmaster, or from the ClockMasterSyncSend state machine, if
this time-aware system is the grandmaster. The state machine causes time-synchronization information to be
send to the MDSyncSendSM state machine if this port is a MasterPort.
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v

revdPSSync = FALSE;

SYNC_RECEIPT_TIMEOUT

rcvdPSSync &&

(revdPSSyncPtr->localPortNumber != thisPort) &&
portEnabled && pttPortEnabled && asCapable &&
selectedRole[thisPort] == MasterPort

rcvdPSSync = FALSE;

revdPSSync &&
(revdPSSyncPtr->localPortNumber != thisPort) &&
portEnabled && pttPortEnabled && asCapable &&

selectedRole[thisPort] == MasterPort

A i

SEND_MD_SYNC

If

(rcvdPSSync)

lastRcvdPortNum = rcvdPSSyncPtr->localPortNumber;
lastPreciseOriginTimestamp = rcvdPSSyncPtr->preciseOriginTimestamp;,
lastFollowUpCorrectionField = rcvdPSSyncPtr->followUpCorrectionField;
lastRateRatio = rcvdPSSyncPtr->rateRatio;

lastUpstreamTxTime = rcvdPSSyncPtr->upstreamTxTime;
lastGmTimeBaselndicator = rcvdPSSyncPtr->gmTimeBaselndicator;
lastGmPhaseChange = rcvdPSSyncPtr->lastGmPhaseChange;
lastGmFreqChange = rcvdPSSyncPtr->lastGmFreqChange;

}

revdPSSync = FALSE;
lastSyncSentTime = currentTime;
txMDSyncPtr = setMDSync ();
txMDSync (txMDSyncPtr);

UET

SET_SYNC_RECEIPT_TIMEOUT_TIME

syncReceiptTimeoutTime = rcvdPSSyncPtr->syncReceiptTimeoutTime;

( ((rcvdPSSync &&
(currentTime — lastSyncSentTime %=
revdPSSyncPtr->localPortNumber =

|| ( (currentTime — lastSyncSentTime >= syncinterval) &&

(lastRcvdPortNum != thisPoft) ) )

&& portEnabled &&pttRortEnabled && asCapable &&

selectedRole[thisPorth== MasterPort

Figure 10-8—PortSyncSyncSend state machine

e

rcvdPSSync &&
0.5*synclinterval) &&
thisPort) )

(currentTime — lastSyncSentTime < 0.5*synclnterval) &&
(rcvdPSSyncPtr->localPortNumber != thisPort)
&& portEnabled && pttPortEnabled && asCapable &&

selectedRole[thisPort] == MasterPort

currentTime >= syncReceiptTimeoutTime

10.2.12 ClockSlaveSync state machine

10.2.12.1.1 revdPSSync: a Boolean variable that notifies the current state machine when a PortSyncSync
structure is received from the SiteSyncSync state machine of the SiteSync entity. This variable is reset by

this state machine.

10.2.12.1.2 rcvdLocalClockTick: a Boolean variable that notifies the current state machine when the

LocalClock entity updates its time. This variable is reset by this state machine.
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10.2.12.1.3 revdPSSyncPtr: a pointer to the received PortSyncSync structure.
10.2.12.2 State machine functions

10.2.12.2.1 updateSlaveTime(): updates the global variable clockSlaveTime (see 10.2.3.3), based on
information received from the SiteSync and LocalClock entities. It is the responsibility of the application to
filter slave times appropriately (see B.3 and B.4 for examples). As one example, clockSlaveTime can be
incremented by localClockTickInterval (see 10.2.3.18) divided by rateRatio member of the received

PortSyncSync structure. If no time-aware system is grandmaster-capable, 1.e., gmPresent 1s FALSE, then
clockSlaveTime is set to the time provided by the LocalClock. This function is invoked when
rcvdLocalClockTick is TRUE.

10.2.12.2.2 invokeApplicationInterfaceFunction (functionName): invokes the application\ uiterface
function = whose  name is functionName. In  the case  here, functionName is
clockTargetPhaseDiscontinuity.result (see 9.6.2).

10.2.12.3 State diagram

The ClockSlaveSync state machine shall implement the function specifi¢d/by the state diagram in
Figure 10-9, the local variables specified in 10.2.12.1, and the relevant/glabal variables and functions
specified in 10.2.3 through 10.2.5. The state machine receives a PerfSyncSync structure from the
SiteSyncSync state machine. It computes syncReceiptTime~and clockSlaveTime, and sets
syncReceiptLocalTime (i.e., the time relative to the LocalClock emntity-Corresponding to syncReceiptTime),
GmTimeBaselndicator, lastGmPhaseChange, and lastGmFreqChange. It provides clockSlaveTime to the
ClockMasterSyncOffset state machine, and provides information to the ClockTarget entity (via the
ClockTargetPhaseDiscontinuity interface, see 9.6) to enablethat entity to determine if a phase or frequency
discontinuity has occurred.
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BEGIN

INITIALIZING

rcvdPSSync = FALSE;

revdPSSync ||
rcvdLocalClockTick

SEND_SYNC_INDICATION

if (rcvdPSSync)
{

syncReceiptTime = rcvdPSSyncPtr->preciseOriginTimestamp + rcvdPSSyncPtr->followUp€ofrectionField +
neighborPropDelay*(rcvdPSSyncPtr->rateRatio/neighborRateRatio) + delayAsymmetry;

syncReceiptLocalTime = rcvdPSSyncPtr->upstreamTxTime + neighborPropDelay/neighborRateRatio +
delayAsymmetry/rcvdPSSyncPtr->rateRatio;

gmTimeBaselndicator = rcvdPSSyncPtr->gmTimeBaselndicator;

lastGmPhaseChange = rcvdPSSyncPtr->lastGmPhaseChange;

lastGmFreqChange = rcvdPSSyncPtr->lastGmFreqChange;

invokeApplicationInterfaceFunction (ClockTargetPhaseDiscontinuity.result);

}
if (rcvdLocalClockTick)
updateSlaveTime();
revdPSSync = revdLocalClockTick = FALSE;

revdPSSync || revdLocalClockTick

Figure 10-9—ClockSlaveSync state machine

10.3 Best master clock selection and announce interval setting state machines
10.3.1 Best master clock algorithm overview

The BMCA determines the grandmaster for a gPTP domain and constructs a time-synchronization spanning
tree with the grandmaster as the root. Synchronized time is transported from the grandmaster to other time-
aware systems via the time-synchronization spanning tree. Best master selection information is exchanged
between time-aware systems via Announce messages (see 10.4 and 10.5). Each Announce message contains
time-synchronization spanning tree vector information that identifies one time-aware system as the root of
the time-synchronization spanning tree and, if the time-aware system is grandmaster-capable, the
grandmaster. Each time-aware system in turn uses the information contained in the Announce messages it
receives, along with its knowledge of itself, to compute which of the time-aware systems that it has
kfiowledge of should be the root and, if grandmaster-capable, the grandmaster.

ONCE an ANNOUNCC Message 15 wansmitted Dy @ port, SUDSCquent Hming information (sec 7.4) transmitied by
that port shall be derived from the grandmaster indicated in that Announce message.

As part of constructing the time-synchronization spanning tree, each port of each time-aware system is

assigned a port role from Table 10-1 by state machines associated with the ports and with the time-aware
system as a whole.
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Table 10-1—Port role definitions

Port role Description

MasterPort Any port, P, of the time-aware system that is closer to the
root than any other port of the gPTP communication path
connected to P

SlavePort The one port of the time-aware system that is closest to the

root time-aware system. If the root is grandmaster-capable,
the SlavePort is also closest to the grandmaster. The time-
aware system does not transmit Sync or Announce messages
on the SlavePort.

PassivePort Any port of the time-aware system whose port role is not
MasterPort, SlavePort, or DisabledPort.

DisabledPort Any port of the time-aware system for which portEnabled,
pttPortEnabled, and asCapable are not all TRUE.

NOTE 1—Information contained in Sync and associated Follow Up messages receiv¢d/on ports whose port role is
PassivePort is discarded; the SiteSyncSync state machine (see 10.2.6) uses only infofmation received from a port whose
port role is SlavePort.

An example master/slave hierarchy of time-aware systems is showprin-Figure 10-10. The grandmaster ports
all have port role of MasterPort. All the other time-aware systems-have exactly one slave port. The time-
synchronization spanning tree is formed by the time-aware (Systems and the links that do not have an
endpoint port whose port role is PassivePort.

NOTE 2—The BMCA described in this standard is equiyalent to a subset of the BMCA described in IEEE Std 1588-
2008. It is also equivalent to a subset of the Rapid Spanning Tree Protocol (RSTP) described in IEEE Std 802.1D-2004
(though the full RSTP described in the latter standard:is not equivalent to the full BMCA described in the former
standard). The BMCA description here uses the fopmalism of the RSTP description in the latter standard.
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Port Roles:
Grandmaster M MasterPort
Time-Aware
Bridge S SlavePort
M M M P  PassivePort
D DisahledPort
S S S
Time-Aware Time-Aware Time-Aware
Bridge M P Bridge P M Bridge
M M M M
S P S P
Time-Aware Time-Aware
Bridge Bridge
M M
S S
Time-Aware End- Time-Aware End-
Station Station

Figure 10-10—Example master/slave hierarchy of time-aware systems

10.3.2 systemldentity

The systemldentity attribute @fia time-aware system is a Ulntegerl12 (i.e., a 14-byte, unsigned integer)

formed by concatenating~the following attributes, in the following order, from most significant to least
significant bit:

a) priorityl (1)octet, see 8.6.2.1)

b) clockClass (1 octet, see 8.6.2.2 and 6.3.3.8)

c) cloekAccuracy (1 octet, see 8.6.2.3 and 6.3.3.8)

d) -OffsetScaledLogVariance (2 octets, see 8.6.2.4 and 6.3.3.8)
e) \\priority2 (1 octet, see 8.6.2.5)

f),» clockldentity (8 octets, see 8.5.2.2 and 6.3.3.6)

determine which is a better candidate for root and if the time-aware system is grandmaster-capable (i.e., the
value of priorityl is less than 255, see 8.6.2.1). Two time-aware systems are compared as follows. Let the
systemlIdentity of time-aware system A be S, and the systemldentity of time-aware system B be Sg. Let the
clockldentity of A be C, and the clockldentity of B be Cg. Then, if C, # Cg, i.e., A and B represent
different time-aware systems:

g)  Ais better than B if and only if Sy < Sg, and
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h) B is better than A if and only if S5 <Sy4.
If Cp =Cpg, i.e., A and B represent the same time-aware system:

i)  Sp < Sg means that A represents an upgrading of the time-aware system compared to B or,
equivalently, B represents a downgrading of the time-aware system compared to A,

j)  Sg < S, means that B represents an upgrading of the time-aware system compared to A or,
equivalently, A represents a downgrading of the time-aware system compared to B, and

k) S5 =Spg means that A and B represent the same time-aware system that has not changed.

Comparisons g) and h) above imply that, with the ordering of attributes in the systemldentity; the
clockldentity is a tie-breaker for the case where two different time-aware systems that have identical
attributes a) through e) are compared.

Comparisons g) and h) also imply that a time-aware system that is grandmaster-capable is always better than
another time-aware system that is not grandmaster-capable, because the priority| is less.than 255 if the time-
aware system is grandmaster-capable and 255 if it is not grandmaster-capable (see 8,6,2.Y).

The cases where A and B represent different time-aware systems and representthie Same time-aware system
are handled separately in the BMCA. When comparing two different timesawate systems, the better time-
aware system is selected as the grandmaster candidate. However, if A and/BTepresent the same time-aware
system with attributes that have changed, the time-aware system is eQnsidered as having the most recent
attributes when doing subsequent comparisons with other time-awate systems.

10.3.3 stepsRemoved

Every time-aware system has a stepsRemoved associated with it. For the root time-aware system, and
therefore the grandmaster in the case where the roofiis ‘grandmaster-capable, it is zero. For all other time-
aware systems, it is the number of links in the pathfrom the root to the respective time-aware system.

The port on each time-aware system with thélewest stepsRemoved is assigned the role of SlavePort for that
time-aware system (the root time-aware-system does not have a SlavePort). This lowest stepsRemoved is
also considered the stepsRemoved fortli€ time-aware system. If a time-aware system has two or more ports
with the same stepsRemoved, thenthe port with the smallest portNumber is selected as the SlavePort.

Each gPTP communication(path in the network also has an associated stepsRemoved. This is the
stepsRemoved of the lowest stepsRemoved time-aware system with a port attached to that communication
path. That time-aware system is selected as the master time-aware system for that communication path.
Every communicatiompath has exactly one port whose role is MasterPort; the time-aware system of that port
is the master time=aware system for that communication path. If there are two or more time-aware systems
attached to the“eOmmunication path with the same stepsRemoved, then the better of the two time-aware
systems as, determined by the systemldentity is selected as the master time-aware system.

10.3.4 time-synchronization spanning tree priority vectors

Time-aware systems send best master selection information to each other in Announce messages. The

IMTormation may D¢ Structured in a time-synchroniZation Spaniing ree priority vector. tme-Synchronization
spanning tree priority vectors provide the basis for a concise specification of the BMCA’s determination of
the time-synchronization spanning tree and grandmaster. A priority vector is formed by concatenating the
following attributes, in the following order, from most significant to least significant bit:

a) rootSystemldentity (14 octets, see 10.3.2)
b) stepsRemoved (2 octets, see 10.3.3)
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¢) sourcePortldentity (i.e., portldentity of the transmitting time-aware system; 10 octets, see 8.5.2 and
10.5.2)
d) portNumber of the receiving port (2 octets, see 8.5.2.3)

The first two components of a priority vector are significant throughout the gPTP domain; they are
propagated via Announce messages and updated through invocation of BMCA state machines. The next
component is locally significant; it is assigned hop by hop for each communication path or time-aware
system and used as a tie-breaker in decisions between time-synchronization spanning tree priority vectors

that are otherwise equal. The fourth component is not conveyed in Announce messages, but 1s used as a tie-
breaker within a time-aware system.

The set of all time-synchronization spanning tree priority vectors is totally ordered. For all compenents, a
lesser numerical value is better, and earlier components in the preceding list are more significant. In
addition, as mentioned earlier, a priority vector that reflects a root time-aware system that is grandmaster-
capable is always better then a priority vector that reflects a root time-aware system that ismot.grandmaster-
capable. As each time-aware system port receives a priority vector, via an Announce ntessage, from ports
closer to the root, additions are made to one or more components to yield a worse priority vector. This
process of receiving information, adding to it, and passing it on, can be described in‘terms of the message
priority vector received and a set of priority vectors used to facilitate the computation of a priority vector for
each port, to be transmitted in further Announce Messages to time-aware systems further from the root.

10.3.5 Priority vector calculations

The portPriority Vector is the time-synchronization spanning tree priority vector held for the port when the
reception of Announce messages and any pending update of information has been completed:

portPriority Vector = {rootSystemIdentity : stepSRemoved : sourcePortldentity : portNumber}
A messagePriorityVector is the time-synchronizdtien spanning tree priority vector conveyed in a received
Announce Message. For a time-aware systey S receiving an Announce Message on Port Pg with
portNumber PNg, from a MasterPort with portldentity Py; on time-aware system M claiming a
rootSystemldentity of Ry, and a stepsRemoved of SRy

messagePriorityVector = {Ry : SRy : Py : PNg}
This messagePriority Vector, iSysuperior to the portPriorityVector and will replace it if, and only if, the
messagePriority Vector is(better than the portPriority Vector, or the Announce message has been transmitted
from the same master time-aware system and MasterPort as the portPriorityVector, i.e., if the following is
true:

((Ryp<rootSystemldentity)) ||

((Rp; == rootSystemldentity) && (SR, < stepsRemoved)) ||

((Ryf == rootSystemldentity) && (SRy; == stepsRemoved) && (Py; < sourcePortldentity (of
current master time-aware system) )) ||

((Rp; == rootSystemldentity) && (SRy; == stepsRemoved)
&& (Pyy == sourcePortldentity (of current master time-aware system) ) && (PNg < portNumber)) ||

((Py-clockldentity == sourcePortldentity.clockldentity (of current master time-aware system) ) &&
(Pp-portNumber == sourcePortldentity. PortNumber (of the current master time-aware system) ))
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A gmPathPriorityVector can be calculated from a received portPriorityVector by adding one to the
stepsRemoved component:

gmPathPriorityVector = {Ry; : SRy + 1 : Ppg: PNg}
The systemPriorityVector for a time-aware system S with systemlIdentity Sq and clockldentity Cgq is the

priority vector that would, with the portldentity of the SlavePort set equal to the portldentity of the
transmitting port, be used as the message priority vector in Announce Messages transmitted on S’s ports

whose role 1s MasterPort 1t S was selected as the root:
systemPriorityVector = {Sg: 0 : {Cg: 0} : 0}

The gmPriorityVector for S is the best of the set comprising the systemPriorityVector vector flus every
gmPathPriorityVector for which the clocklIdentity of the master time-aware system portldentity~1s not the
clockldentity of S. If the systemPriority Vector is best, S has been selected as the root. For the ¢ase where the
best gmPathPriority Vector is that of port PNg above, then:

gmPriorityVector = {Sg : 0 : {Cg : 0} : 0}if S is better than Ry, or
gmPriorityVector = {Ry; : SRy;+ 1 : Py : PNg} if S is worse than Ry,

The masterPriority Vector for a port Q on time-aware system S is the gmPriority Vector with S’s clockIdentity
Cg substituted for the clockldentity of the master portldentity, and@Q s"portNumber PN, substituted for the
portNumber of the master portldentity and for the portNumber of the receiving port:

masterPriorityVector = {Sg : 0 : {Cg: PNq} : PNayil S is better than Ry, or
masterPriorityVector = {{Ry; : SRy + 1 : {Cg<PNQG} : PN} if S is worse than Ry

If the masterPriorityVector is better than the pdctPriorityVector, the port will be the MasterPort for the
attached communication path and the portPfiorityVector will be updated. The messagePriority Vector
information in Announce messages transmitted by a port always includes the first three components of the
masterPriority Vector of the port.

NOTE—The consistent use of lower namerical values to indicate better information is deliberate as the MasterPort that
is closest to the root, i.e., has a numenically lowest path cost component, is selected from amongst potential alternatives
for any given communication path;Adopting the conventions that lower numerical values indicate better information,
that where possible more sighificant priority components are encoded earlier in the octet sequence of an Announce
message, and that earlier octets'in the encoding of individual components are more significant, allow concatenated octets
that compose a priority, vector to be compared as if they were a multiple octet encoding of a single number, without
regard to the boundaries\between the encoded components. To reduce the confusion that naturally arises from having the
lesser of two numetical values represent the better of the two, i.e., the one to be chosen all other factors being equal, this
clause uses the following consistent terminology. Relative numeric values are described as “least,” “lesser,” “equal,” and
“greater,” and\‘their comparisons as “less than,” “equal to,” or “greater than,” while relative time-synchronization
spanning tfec'priorities are described as “best,” “better,” “the same,” “different,” and “worse” and their comparisons as
“better(fhian,” “the same as,” “different from,” and “worse than.” The operators “<” and “==" represent less than and
equal to'respectively. The terms “superior” and “inferior” are used for comparisons that are not simply based on priority
bt can include the fact that the priority vector of a MasterPort can replace an earlier vector transmitted in an Announce
meSsage by the same port.

>

10.3.6 Port role assignments

The BMCA assigns one of the following port roles to each time-aware system Port: MasterPort, SlavePort,
PassivePort, or DisabledPort.

The DisabledPort role is assigned if portEnabled is FALSE (see 10.2.4.11), pttPortEnabled is FALSE (see
10.2.4.12), or asCapable is FALSE (see 10.2.4.1).
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A port for which portEnabled, pttPortEnabled, and asCapable are all TRUE has its port role assigned
according to the source and relative priority of the time-synchronization spanning tree portPriorityVector
(see 10.3.4 and 10.3.5) as follows:

a) If the time-aware system is not the root, the source of the gmPriority Vector is the SlavePort.

b)  Each port whose portPriority Vector is its masterPriority Vector is a MasterPort.

¢) Each Port, other than the SlavePort, whose portPriorityVector has been received from another time-
aware system or another port on this time-aware system is a PassivePort.

10.3.7 Overview of best master clock selection and announce interval setting state
machines

The best master clock selection function in a time-aware system is specified by a number of cQoperating
state machines. Figure 10-11 is not itself a state machine, but illustrates the machines, their
interrelationships, the principle variables and structures used to communicate between them, their local
variables, and performance parameters.

NOTE—The BMCA state machines are all invoked by the media-independent layer, i.e., by, the’SiteSync and PortSync
entities. The media-dependent layer, i.e., the MD entity, simply takes an Announce message received from the PortSync
entity of the same port and gives it to the next lower layer (e.g., IEEE 802.3, IEEE 802y ). It is the PortSync entity that
generates and consumes Announce messages.

The media-independent layer state machines in Figure 10-2 are:

a) PortAnnounceReceive (one instance per port): receivesAnnounce information from the MD entity
of the same port, determines if the Announce message is qualified and, if so, sets the rcvdMsg
variable. This state machine is invoked by the PoftSync entity of the port.

b) PortAnnouncelnformation (one instance per peort): receives new qualified Announce information
from the PortAnnounceReceive state machine, determines if the Announce information is better
than the current best master information.it knows about, and updates the current best master
information when it receives updated~port role information from the PortRoleSelection state
machine and when announce receipt timeout or, in the case where gmPresent is TRUE, sync receipt
timeout occurs. This state machine'is invoked by the PortSync entity of the port.

¢) PortRoleSelection (one instange per time-aware system): updates the gmPathPriority vector for each
port of the time-aware (System, the gmPriorityVector for the time-aware system, and the
masterPriority Vector fet.each port of the time-aware system; determines the port role for each port;
and updates gmPresent. This state machine is invoked by the SiteSync entity of the time-aware
system.

d) PortAnnounceIransmit (one instance per port): transmits Announce information to the MD entity
when ang-announce interval has elapsed, port roles have been updated, and portPriority and
portStepsRémoved information has been updated with newly determined masterPriority and
masterStepsRemoved information. This state machine is invoked by the PortSync entity of the port.

An additional state machine, the AnnouncelntervalSetting state machine, receives a Signaling message that
contains a Message Interval Request TLV (see 10.5.4.3), and sets the global variables that give the duration
of\the mean interval between successive Announce messages.
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portEnabled

pttPortEnabled
asCapable rcvdAnnounce

i PortAnnounceReceive (per port)

rcvdAnnounce, rcvdMsg, revdAnnouncePtr

- - a
portEnabled
pttPortEnabled
asCapable
syncReceiptTimeoutTime revdAnnouncePtr
announceReceiptTimeout revdMsg

currentTime

,,,,,,,,,,,,,,,,,,,,, AVARREREERE. A,

1

PortAnnouncelnformation (per port) i

|

} infols, portNumber, portPriority, portStepsRemoved, masterPriority, |
} masterStepsRemoved, msgPriority, msgStepsRemoved, rcvdinfo, }
ireselect, selected, updtinfo, leap61, leap59, currentUTCOffsetVaIid,}
} timeTraceable, frequencyTraceable, currentUTCOffset, timeSource |
|

SyncReceiptTimeoutTimer (per port) }
(used if and only if gmPresent is TRUE) }

} } AnnounceReceiptTimeoutTimer (per port) }
} } announceReceiptTimeoutTime }
! |
|

relselfc[t’ leap61, leap59,
S als fori currentUTCOffsetValid,
infols gmPresent masterPriority . !
masterStepsRemoved updtinfo timeTraceable,
selected frequencyTraceable,
currentUTCOffset,
timeSource, newInfo

|

| PortRoleSelection

} reselect, selected, selectedRole, masterStepsRemoved,

} masterPriority, gmPresent, updtinfo, gmPriority, lastGmPriority,
} systemPriority

selectedRole

announcélnterval Selected
clurrentTime updtinfo

AnnouncelntervalTimer (per port) }
announceSendTime }

Notation: ( 9 "7t TToTTTTTTo T To oo :
Variablés aré shown both within the machine where they are principally used and between machines where
they.ateused to communicate information. In the latter case a variety of arrow styles, running from one
machine to another, show how each is typically used:
.~ » Notchanged by the target machine. Where the mcahines are both per Port, this variable communicates
between instances for the same port

~ Set (or cleared) by the originating machine, cleared (or set) by the target machine. Where the machines are
both per Port, this communicates between instances for the same port.

—»> Asabove, except that the originating per port machine instance communicates with multiple port machine
— PP instances (by setting or clearing variables owned by those ports).

N > As above, except that multiple per Port instances communicate with (an)other instance(s) (by setting or
\ »» Clearing variables owned by the originating ports).

Figure 10-11—Best master clock selection state machines—overview and interrelationships
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10.3.8 Per-time-aware system global variables

10.3.8.1 reselect: a Boolean array of length numberPorts (see 8.6.1). Setting reselect[j], where 0 < j <
numberPorts, to TRUE causes the ROLE_SELECTION block of the PortRoleSelection state machine (see
10.3.12) to be re-entered, which in turn causes the port role of each port of the time-aware system to be
updated (via the function updateRolesTree(), see 10.3.12.1.4).

10.3.8.2 selected: a Boolean array of length numberPorts (see 8.6.1). selected[j], where 0 < j < numberPorts,

1s set to TRUE immediately after the port roles of all the ports are updated. This indicates to the
PortAnnouncelnformation state machine (see 10.3.11) that it can update the portPriorityVector and othér
variables for each port.

10.3.8.3 masterStepsRemoved: the value of stepsRemoved for the time-aware system, after the\pert roles
of all the ports have been updated (see 10.3.12.1.4 for details on the computation of masterStepsRemoved).

10.3.8.4 leap61: a Boolean variable whose value is TRUE if the last minute of the current(UTC day, relative
to the current grandmaster, contains 61 s, and FALSE if the last minute of the cutrent-UTC day does not
contain 61 s.

10.3.8.5 leap59: a Boolean variable whose value is TRUE if the last minute/of the current UTC day, relative
to the current grandmaster, contains 59 s, and FALSE if the last minute{of the current UTC day does not
contain 59 s.

10.3.8.6 currentUtcOffsetValid: a Boolean variable whose¢value is TRUE if currentUtcOffset (see
10.3.8.9), relative to the current grandmaster, is known to be dorrect, and FALSE if currentUtcOffset is not
known to be correct.

10.3.8.7 timeTraceable: a Boolean variable whose value is TRUE if both clockSlaveTime (i.e., the
synchronized time maintained at the slave, see 10.2.3.3) and currentUtcOffset (see 10.3.8.9) relative to the
current grandmaster are traceable to a primary(reference, and FALSE if one or both are not traceable to a
primary reference.

10.3.8.8 frequencyTraceable: a Boolean variable whose value is TRUE if the frequency that determines
clockSlaveTime, i.e., the frequeney of the LocalClockEntity multiplied by the most recently computed
rateRatio by the PortSyncSyncReeeive state machine (see 10.2.7.1.4), is traceable to a primary reference,
and FALSE if this frequency, {s)hot traceable to a primary reference.

10.3.8.9 currentUtcOffset: the difference between TAI time and UTC time, i.c., TAI time minus UTC time,
expressed in secofids,” and relative to the current grandmaster. The data type for currentUtcOffset is
Integer16.

NOTE—Eerexample, 2006-01-01 00:00:00 UTC and 2006-01-01 00:00:33 TAI represent the same instant of time. At
this time, euirtentUtcOffset was equal to 33 s.14

10:3:8.10 timeSource: the value of the timeSource attribute of the current grandmaster (see 8.6.2.7). The
data type for timeSource is Enumeration§.

10.3.8.11 sysLeap61: a Boolean variable whose value is TRUE if the last minute of the current UTC day,
relative to the ClockMaster entity of this time-aware system, contains 61 s, and FALSE if the last minute of
the current UTC day does not contain 61 s.

14Note also that a leap second was not added at the end of the last UTC minute of 2005-12-31.
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10.3.8.12 sysLeap59: a Boolean variable whose value is TRUE if the last minute of the current UTC day,
relative to the ClockMaster entity of this time-aware system, contains 59 s, and FALSE if the last minute of
the current UTC day does not contain 59 s.

10.3.8.13 sysCurrentUTCOffsetValid: a Boolean variable whose value is TRUE if currentUtcOffset (see
10.3.8.9), relative to the ClockMaster entity of this time-aware system, is known to be correct, and FALSE if
currentUtcOffset is not known to be correct.

10.3.8.14 sysTimeTraceable: a Boolean variable whose value i1s TRUE 1f both masterTime (i.e., the time
maintained by the ClockMaster entity of this time-aware system, see 10.2.3.21) and currentUtcOffset (sde
10.3.8.9) relative to the ClockMaster entity of this time-aware system, are traceable to a primary reference,
and FALSE if one or both are not traceable to a primary reference.

10.3.8.15 sysFrequencyTraceable: a Boolean variable whose value is TRUE if the frequency that
determines masterTime of the ClockMaster entity of this time-aware system, i.e., the frequency of the
LocalClockEntity multiplied by the most recently computed gmRateRatio by the ClockMasterSyncReceive
state machine (see 10.2.3.14 and 10.2.10), is traceable to a primary reference, and FALSE“f this frequency is
not traceable to a primary reference.

10.3.8.16 sysCurrentUtcOffset: the difference between TAI time and UTCtime, i.e., TAI time minus UTC
time, expressed in seconds, and relative to the ClockMaster entity of thistinic-aware system. The data type
for currentUtcOffset is Integer16.

NOTE—See the NOTE in 10.3.8.9 for more detail on the sign convention:

10.3.8.17 sysTimeSource: the value of the timeSource 4dttfibute of the ClockMaster entity of this time-
aware system (see 8.6.2.7). The data type for timeSouree‘is’Enumerations8.

10.3.8.18 systemPriority: the systemPriority yector for this time-aware system. The data type for
masterPriority is Ulnteger224 (see 10.3.4).

10.3.8.19 gmPriority: the current gmPRwiorityVector for the time-aware system. The data type for
masterPriority is Ulnteger224 (see 10:3:4).

10.3.8.20 lastGmPriority: the previous gmPriority Vector for the time-aware system, prior to the most
recent invocation of the PortRoleSelection state machine. The data type for masterPriority is Ulnteger224
(see 10.3.4).

10.3.8.21 pathTraee: an array that contains the clockldentities of the successive time-aware systems that
receive, process, and send Announce messages. The data type for pathTrace is ClockIdentity[N], where N is
the number of time-aware systems, including the grandmaster, that the Announce information has traversed.

NOTE-=N{s"equal to stepsRemoved+1 (see 10.5.3.2.6). The size of the pathTrace array can change after each reception
of an-Aanounce message.

10:3.9 Per-port global variables

10.3.9.1 announceReceiptTimeoutTimelnterval: the time interval after which announce receipt timeout
occurs if an Announce message has not been received during the interval. The value of
announceReceiptTimeoutTimelnterval is equal to announceReceiptTimeout (see 10.6.3.2) multiplied by the
announcelnterval (see 10.3.9.6) for the port at the other end of the link to which this port is attached. The
value of announcelnterval for the port at the other end of the link is computed from logMessagelnterval of
the received Announce message (see 10.5.2.2.11). The data type for announceReceiptTimeoutTimelnterval
is UScaledNs.
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10.3.9.2 infols: an Enumeration2 that takes the values Received, Mine, Aged, or Disabled, to indicate the
origin and state of the port’s time-synchronization spanning tree information:

a) If infols is Received, the port has received current information (i.e., announce receipt timeout has
not occurred and, if gmPresent is TRUE, sync receipt timeout also has not occurred) from the master
time-aware system for the attached communication path.

b) If infols is Mine, information for the port has been derived from the SlavePort for the time-aware
system (with the addition of SlavePort stepsRemoved). This includes the possibility that the
SlavePort is the port whose portNumber is 0, i.e., the time-aware system is the root of the gPTP

domain.

c) Ifinfols is Aged, announce receipt timeout or, in the case where gmPresent is TRUE, sync receipt
timeout have occurred.

d) If portEnabled, pttPortEnabled, and asCapable are not all TRUE, infols is Disabled.

10.3.9.3 masterPriority: the masterPriorityVector for the port. The data type for masterPriority is
Ulnteger224 (see 10.3.4).

10.3.9.4 currentLogAnnouncelnterval: the current value of the logarithm to base 27of the mean time
interval, in seconds, between the sending of successive Announce messages (see 40.622.2). This value is set
in the AnnouncelntervalSetting state machine (see 10.3.14). The data type for.futréntLogAnnouncelnterval
is Integer8.

10.3.9.5 initialLogAnnouncelnterval: the initial value of the logarithm\to base 2 of the mean time interval,
in seconds, between the sending of successive Announce messages (see 10.6.2.2). The data type for
initialLogAnnouncelnterval is Integer8.

10.3.9.6 announcelnterval: a variable containing the mean*Announce message transmission interval for the
port. This value is set in the AnnouncelntervalSetting“state machine (see 10.3.14). The data type for
announcelnterval is UScaledNs.

10.3.9.7 messageStepsRemoved: the value (6f stepsRemoved contained in the received Announce
information. The data type for messageStepsRemoved is Ulnteger16.

10.3.9.8 newlInfo: a Boolean variabl¢~that is set to cause a port to transmit Announce information;
specifically, it is set when an announce interval has elapsed (see Figure 10-15), port roles have been updated,
and portPriority and portStepsRemoved information has been updated with newly determined masterPriority
and masterStepsRemoved infopmation.

10.3.9.9 portPriority: the portPriority Vector for the port. The data type for portPriority is Ulnteger224 (see
10.3.4).

10.3.9.10 portStepsRemoved: the value of stepsRemoved for the port. portStepsRemoved is set equal to
masterStepsSRemoved (see 10.3.8.3) after masterStepsRemoved is updated. The data type for
portStepsRemoved is Ulnteger16.

10.3.9.11 recvdAnnouncePtr: a pointer to a structure that contains the fields of a received Announce
fnessage.

10.3.9.12 rcvdMsg: a Boolean variable that is TRUE if a received Announce message is qualified, and
FALSE if it is not qualified.

10.3.9.13 updtinfo: a Boolean variable that is set to TRUE to indicate that the PortAnnouncelnformation

state machine (see 10.3.11) should copy the newly determined masterPriority and masterStepsRemoved to
portPriority and portStepsRemoved, respectively.
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10.3.9.14 annLeap61: a global variable in which the leap61 flag (see 10.5.2.2.6) of a received Announce
message is saved. The data type for leap61 is Boolean.

10.3.9.15 annLeap59: a global variable in which the leap59 flag (see 10.5.2.2.6) of a received Announce
message is saved. The data type for leap59 is Boolean.

10.3.9.16 annCurrentUtcOffsetValid: a global variable in which the currentUtcOffsetValid flag (see
10.5.2.2.6) of a received Announce message is saved. The data type for currentUtcOffsetValid is Boolean.

10.3.9.17 annTimeTraceable: a global variable in which the timeTraceable flag (see 10.5.2.2.6) of la
received Announce message is saved. The data type for timeTraceable is Boolean.

10.3.9.18 annFrequencyTraceable: a global variable in which the frequencyTraceable flag (see 10:572.2.6)
of a received Announce message is saved. The data type for frequencyTraceable is Boolean.

10.3.9.19 annCurrentUtcOffset: a global variable in which the currentUtcOffset field(s¢e10.5.3.2.1) of a
received Announce message is saved. The data type for currentUtcOffset is Integer16.

10.3.9.20 annTimeSource: a global variable in which the timeSource field ($e€,10.5.3.2.1) of a received
Announce message is saved. The data type for timeSource is Enumeration8

10.3.10 PortAnnounceReceive state machine
10.3.10.1 State machine variables

10.3.10.1.1 revdAnnounce: a Boolean variable that notifies the current state machine when Announce
message information is received from the MD entity ©f the same port. This variable is reset by this state
machine.

10.3.10.2 State machine functions

10.3.10.2.1 qualifyAnnounce (rcvdAnneuncePtr): qualifies the received Announce message pointed to by
rcvdAnnouncePtr as follows:

a) If the Announce message was sent by the current time-aware system, i.e., if
sourcePortldentity.clockIdentity (see 10.5.2.2.8 and 8.5.2) is equal to thisClock (see 10.2.3.22), the
Announce message-isthot qualified and FALSE is returned;

b) If the stepsRemoved field is greater than or equal to 255, the Announce message is not qualified and
FALSE is returned;

c) If a path tréce TLV is present and one of the elements of the pathSequence array field of the path
trace TEV_is equal to thisClock (i.e., the clockIdentity of the current time-aware system, see
10.2,3.22), the Announce message is not qualified and FALSE is returned;

d) Otherwise, the Announce message is qualified and TRUE is returned. If a path trace TLV is present
and the portRole of the port is SlavePort, the pathSequence array field of the TLV is copied to the
global array pathTrace, and thisClock is appended to pathTrace (i.e., is added to the end of the
array).

—10-3-10-3 State diagram

The PortAnnounceReceive state machine shall implement the function specified by the state diagram in
Figure 10-12, the local variables specified in 10.3.10.1, the functions specified in 10.3.10.2, and the relevant
global variables specified in 10.2.3, 10.2.4, 10.3.9, and 11.2.12. The state machine receives Announce
information from the MD entity of the same port, determines if the Announce message is qualified, and if so,
sets the rcvdMsg variable.
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BEGIN || (rcvdAnnounce &&
('portEnabled || IpttPortEnabled || lasCapable))

A
DISCARD

rcvdAnnounce = FALSE;
rcvdMsg = FALSE;

rcvdAnnounce && portEnabled &&
pttPortEnabled && asCapable

RECEIVE

rcvdAnnounce = FALSE;
rcvdMsg = qualifyAnnounce (rcvdAnnouncePir);
]
rcvdAnnounce && portEnabled &&
pttPortEnabled && asCapable && IrcvdMsg

Figure 10-12—PortAnnounceReceive state machine
10.3.11 PortAnnouncelnformation state machine
10.3.11.1 State machine variables

10.3.11.1.1 announceReceiptTimeoutTime: a variable used to save the time at which announce receipt
timeout occurs. The data type for annouwiceReceiptTimeoutTime is UScaledNs.

10.3.11.1.2 messagePriority: ( the messagePriorityVector corresponding to the received Announce
information. The data type fer.messagePriority is Ulnteger224 (see 10.3.4).

10.3.11.1.3 rcvdInfos an-Enumeration2 that holds the value returned by rcvinfo() (see 10.3.11.2.1).
10.3.11.2 State machine functions

10.3.11.2:1 vevinfo (revdAnnouncePtr): decodes the messagePriorityVector (see 10.3.4 and 10.3.5) and

stepsRemoved 10.5.3.2.6) field from the Announce information pointed to by rcvdAnnouncePtr (see
10.3:9x11), and then does the following:

a) Stores the messagePriorityVector and stepsRemoved field value in msgPriority and
msgStepsRemoved, respectively,

b) Returns SuperiorMasterInfo if the received message conveys the port role MasterPort, and the
messagePriority Vector is superior to the portPriority Vector of the port,

c¢) Returns RepeatedMasterInfo if the received message conveys the port role MasterPort, and the
messagePriority Vector is the same as the portPriority Vector of the port,

d) Returns InferiorMasterInfo if the received message conveys the port role MasterPort, and the
messagePriorityVector is worse than the portPriority Vector of the port,

e) Otherwise, returns OtherInfo.
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10.3.11.2.2 recordOtherAnnouncelnfo(): saves the flags leap6l, leap59, currentUtcOffsetValid,
timeTraceable, and frequencyTraceable, and the fields currentUtcOffset and timeSource, of the received
Announce message for this port. The values are saved in the per-port global variables annLeap6l,
annLeap59, annCurrentUTCOffsetValid, annTimeTraceable, annFrequencyTraceable,
annCurrentUTCOffset, and annTimeSource (see 10.3.9.14 through 10.3.9.20).

10.3.11.3 State diagram

The PortAnnouncelnformation state machine shall implement the function specified by the state diagram in
Figure 10-13, the local variables specified in 10.3.11.1, the functions specified in 10.3.11.2, and the relevant
global variables specified in 10.2.3, 10.2.4, 10.3.8, 10.3.9, and 11.2.12. The state machine receives-new
qualified Announce information from the PortAnnounceReceive state machine (see 10.3.10) of the sdme
port and determines if the Announce information is better than the current best master informatioiit knows
about. The state machine also updates the current best master information when it receives updated port role
information from the PortRoleSelection state machine (see 10.3.12), and when announce reeeipt timeout or,
in the case where gmPresent is TRUE, sync receipt timeout occurs.

rcydinfo == SuperiorMasterinfo

Y

SUPERIOR_MASTER_PORT

/* Sending port is new master port */
((tportEnabled || IpttPortEnabled || lasCapable) PortPriority = messagePriority;

&& (infols != Disabled) ) || BEGIN portStepsRemtoved = rcvdAnnouncePtr->stepsRemoved;
recordOtherAnnouncelnfo();
announceReceiptTimeoutTimelnterval =
announceReceipﬂ—imeouty(109),,21G*rcvdAnnouncePlv»\ogMessagelnlewal;

DISABLED announceReceiptTimeoutTime = currentTime +
— " announceReceiptTimeoutTimelnterval;
rC.VdN.ISg N FA.LSE_’ N Infols = Received; reselect = TRUE; selected = FALSE;
announceReceiptTimeoutTime = currentTime;

; . . _ . _ . rcvdMsg = FALSE;
infols = Disabled; reselect = TRUE; selected = FALSE; revdAnnouncePtr = FALSE:

rovdMsg portEnabled && 4 rcvdinfo == RepeatedMasterlnfo
pttPortEnabled
&& asCapable REPEATED_MASTER_PORT
/* Sending port is same master port */
} announceReceiptTimeoutTime = currentTime +
AGED announceReceiptTimeoutTimelnterval;
rcvdMsg = FALSE;
infols = Aged; UcT rcvdAnnouncePtr = FALSE;
reselect = TRUE; selected = FALSE; ucT __ . .
rcvdinfo == InferiorDesignatedinfo ||
rcvdinfo == Otherlnfo
selected &&
updtinfo
3 INFERIOR_MASTER_OR_OTHER_PORT
UPDATE rovdMsg = FALSE;
portPriority = masterPriority; portStepsRemoved = revdAnnouncePtr = FALSE;
masterStepsRemoved;
updtinfo=EALSE; infols = Mine; newlnfo = TRUE

ucT
S[ea)

CURRENT

selected && updtinfo

|
rcvdMsg &&
lupdtinfo
(infols == Received) &&

(currentTime >= announceReceiptTimeoutTime || RECEIVE
(currentTime >= syncReceiptTimeoutTime &&
gmFresen “updtinio ‘revdisg revdInfo = revinfo();

Figure 10-13—PortAnnouncelnformation state machine
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10.3.12 PortRoleSelection state machine
10.3.12.1 State machine functions
10.3.12.1.1 updtRoleDisabledTree(): sets all the elements of the selectedRole array (see 10.2.3.20) to

DisabledPort. Sets lastGmPriority to all ones. Sets the pathTrace array (see 10.3.8.21) to contain the single
element thisClock (see 10.2.3.22).

10.3.12.1.2 clearReselectTree(): sets all the elements of the reselect array (see 10.3.8.1) to FALSE.
10.3.12.1.3 setSelectedTree(): sets all the elements of the selected array (see 10.3.8.2) to TRUE.

10.3.12.1.4 updtRolesTree (): performs the following operations (see 10.3.4 and 10.3.5 for detajls™on the
priority vectors):

a)  Computes the gmPathPriority Vector for each port that has a portPriority Vector and feriwhich neither
announce receipt timeout nor, if gmPresent is TRUE, sync receipt timeout have-gecurred,

b) Saves gmPriority (see 10.3.8.19) in lastGmPriority (see 10.3.8.20), computes the gmPriority Vector
for the time-aware system and saves it in gmPriority, chosen as the best @f:th¢ set consisting of the
systemPriority Vector (for this time-aware system) and the gmPathPrideityVector for each port for
which the clockldentity of the master port is not equal to thisClock (seg 10.2.3.22),

c¢) Sets the per-time-aware system global variables leap61£/l€apS9, currentUtcOffsetValid,
timeTraceable, frequencyTraceable, currentUtcOffset, and timeSource as follows:

1) If the gmPriorityVector was set to the gmPathPriorityVeetor of one of the ports, then leap61,
leap59, currentUtcOffsetValid, timeTraceable, ftequencyTraceable, currentUtcOffset, and
timeSource are set to annLeap61, annLeap59, annCurrentUtcOffsetValid, annTimeTraceable,
annFrequencyTraceable, annCurrentUtcOffset,and annTimeSource, respectively, for that port.

2) If the gmPriorityVector was set to¢the’ systemPriorityVector, then leap6l, leap59,
currentUtcOffsetValid, timeTraceable, frequencyTraceable, currentUtcOffset, and timeSource
are set to sysLeap6l, sysLeap59, sysCurrentUtcOffsetValid, sysTimeTraceable,
sysFrequencyTraceable, sysCurrerfltcOffset, and sysTimeSource, respectively.

d) Computes the first three componénts and the clockldentity of the fourth component of the
masterPriority Vector for each porfi(i.e., everything except the portNumber of the fourth component)

e) Computes masterStepsRemoved;'which is equal to:

1) messageStepsRemoved (see 10.3.9.7) for the port associated with the gmPriorityVector,
incremented by 1, if the gmPriority Vector is not the systemPriority Vector, or

2) 0 if the gmPriorifyVector is the systemPriority Vector,

f)  assigns the port role for port j and sets selectedRole[j] equal to this port role, as follows, for j =1, 2,
..., hnumberPorts:

3) Ifthe pott'is disabled (infols == Disabled), selectedRole[j] is set to DisabledPort.

4) If,announce receipt timeout, or sync receipt timeout with gmPresent set to TRUE, have
oceurred (infols = Aged), updtinfo is set to TRUE and selectedRole[j] is set to MasterPort.

5)y I the portPriority Vector was derived from another port on the time-aware system or from the
time-aware system itself as the root (infols == Mine), selectedRole[j] is set to MasterPort. In
addition, updtInfo is set to TRUE if the portPriorityVector differs from the
masterPriority Vector or portStepsRemoved differs from masterStepsRemoved.

6) If the portPriorityVector was received in an Announce message and announce receipt timeout,

OT SyTiC receipt timeout with gmPresent I RUE, have not occurred (infols —— Received), and the
gmPriority Vector is now derived from the portPriority Vector, selectedRole[j] is set to SlavePort
and updtInfo is set to FALSE.

7) If the portPriority Vector was received in an Announce message and announce receipt timeout,
or sync receipt timeout with gmPresent TRUE, have not occurred (infols == Received), the
gmPriority Vector is not now derived from the portPriority Vector, the masterPriorityVector is
not higher than the portPriorityVector, and the sourcePortldentity component of the
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portPriority Vector does not reflect another port on the time-aware system, selectedRole[j] is set
to PassivePort and updtInfo is set to FALSE.

8)  If the portPriority Vector was received in an Announce message and announce receipt timeout,
or sync receipt timeout with gmPresent TRUE, have not occurred (infols == Received), the
gmPriorityVector is not now derived from the portPriorityVector, the masterPriorityVector is
not higher than the portPriorityVector, and the sourcePortldentity component of the
portPriority Vector does reflect another port on the time-aware system, selectedRole[j] set to
PassivePort and updtInfo is set to FALSE.

2)

h)

)

9) If the portPriority Vector was received in an Announce message and announce receipt timeout,
or sync receipt timeout with gmPresent TRUE, have not occurred (infols == Received), the
gmPriority Vector is not now derived from the portPriority Vector, and the masterPriority Yeotor
is better than the portPriorityVector, selectedRole[j] set to MasterPort and updtinfo gs-set to
TRUE.

Updates gmPresent as follows:

10) gmPresent is set to TRUE if the priorityl field of the rootSystemldéntity of the
gmPriority Vector is less than 255.

11) gmPresent is set to FALSE if the priorityl field of the rootSystemldentity of the
gmPriorityVector is equal to 255.

Assigns the port role for port 0, and sets selectedRole[0], as follows:

12) if selectedRole[j] is set to SlavePort for any port with portNumiber’j, j = 1, 2, ..., numberPorts,
selectedRole[0] is set to PassivePort.

13) if selectedRole[j] is not set to SlavePort for any port,\with portNumber j, j = 1, 2, ...,
numberPorts, selectedRole[0] is set to SlavePort.

If the clocklentity member of the systemldentity (see 10.3'2) member of gmPriority (see 10.3.8.19)

is equal to thisClock (see 10.2.3.22), i.e., if the curreat)time-aware system is the grandmaster, the

pathTrace array is set to contain the single element.thisClock (see 10.2.3.22).

10.3.12.2 State diagram

The PortRoleSelection state machine shall implement the function specified by the state diagram in
Figure 10-14, the functions specified in 10:3:12.1, and the relevant global variables specified in 10.2.3,
10.2.4,10.3.8, 10.3.9, and 11.2.12. The stdte machine updates the gmPathPriority vector for each port of the
time-aware system, the gmPriorityVector for the time-aware system, and the masterPriority Vector for each
port of the time-aware system. The state machine determines the port role for each port and updates
gmPresent.

82
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BEGIN

v
INIT_BRIDGE

updtRoleDisabledTree();

UCT

ROLE_SELECTION

clearReselectTree();
updtRolesTree();
setSelectedTree();

Reselect[1] || reselect[2] || ... || reselect[N]

Figure 10-14—PortRoleSelection state machine
10.3.13 PortAnnounceTransmit state machine
10.3.13.1 State machine variables

10.3.13.1.1 announceSendTime: the/{ibie, relative to the LocalClock, at which the next transmission of
Announce information is to occur. The'data type for announceSendTime is UScaledNs.

10.3.13.2 State machine functions

10.3.13.2.1 txAnnounce (): transmits Announce information to the MD entity of this port. The Announce
information is set as-follows:

a) The components of the messagePriorityVector are set to the values of the respective components of
the mastetPriority Vector of this port.

b) The grandmasterldentity, grandmasterClockQuality, grandmasterPriority1, and
grafidmasterPriority2 fields of the Announce message are set equal to the corresponding
c¢omponents of the messagePriority Vector.

c)* The value of the stepsRemoved field of the Announce message is set equal to masterStepsRemoved.

d) The Announce message flags leap61, leap59, currentUtcOffsetValid, timeTraceable, and

ﬁcqucuuyTlabcab‘lc, all\.‘l tllc Auuuuuuc lllCDbaéC ﬁC‘lL‘lb bullCll‘LUi\zOfI‘DC‘l allL‘l iilllCSUule, dlv DC‘L
equal to the values of the global variables leap61, leap59, currentUtcOffsetValid, timeTraceable,
frequencyTraceable, currentUtcOffset, and timeSource, respectively (see 10.3.8.4 through
10.3.8.10).

e) The sequenceld field of the Announce message is set in accordance with 10.4.7.

f) A path trace TLV (see 10.5.3.3) is constructed, with its pathSequence field (see 10.5.3.3.4) set equal
to the pathTrace array (see 10.3.8.21). If appending the path trace TLV to the Announce message
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does not cause the media-dependent layer frame to exceed any respective maximum size, the path
trace TLV is appended to the Announce message; otherwise, it is not appended.

10.3.13.3 State diagram
The PortAnnounceTransmit state machine shall implement the function specified by the state diagram in

Figure 10-15, the local variables specified in 10.3.13.1, the function specified in 10.3.13.2, and the relevant
global variables specified in 10.2.3, 10.2.4, 10.3.9, and 11.2.12. The state machine transmits Announce

information to the MD entity when an announce interval has elapsed, port roles have been updated, and
portPriority and portStepsRemoved information has been updated with newly determined masterPriority and
masterStepsRemoved information.

BEGIN

TRANSMIT_INIT TRANSMIT_ANNOUNCE

newinfe.= FALSE;
newinfo = TRUE; Anfiounce();
ucT
v ucT
TRANSMIT_PERIODIC
newlInfo = newlinfo || (selectedRole ==
MasterPort)
I—
ucTt
v v
IDLE
announceSendTime = currentTime + announcelnterval
| \
currentTime >= annou'nceSendTime newlInfo && (selectedRole == MasterPort) &&
&& selected &&lupdtinfo (currentTime < announceSendTime) && selected
&& lupdtinfo
Figure 10-15—PortAnnounceTransmit state machine

10.3.14.AnnouncelntervalSetting state machine
10.3.14.1 State machine variables

The Tolfowing variables are used in the state diagram of 10.3. 1427
10.3.14.1.1 rcvdSignalingMsg2: a Boolean variable that notifies the current state machine when a
Signaling message that contains a Message Interval Request TLV (see 10.5.4.3) is received. This variable is

reset by the current state machine.

10.3.14.1.2 revdSignalingPtr: a pointer to a structure whose members contain the values of the fields of the
received Signaling message that contains a Message Interval Request TLV (see 10.5.4.3).
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10.3.14.2 State diagram

The AnnouncelntervalSetting state machine shall implement the function specified by the state diagram in
Figure 10-16, the local variables specified in 10.3.14.1, the messages specified in 10.5, the relevant global
variables specified in 10.2.4, and the relevant timing attributes specified in 10.6. This state machine is
responsible for setting the global variables that give the duration of the mean interval between successive
Announce messages, both at initialization and in response to the receipt of a Signaling message that contains
a Message Interval Request TLV (see 10.5.4.3).

BEGIN || IportEnabled || !pttPortEnabled

NOT_ENABLED

portEnabled && pttPortEnabled

INITIALIZE

currentLogAnnouncelnterval = initialLogAnnduncelnterval;
announcelnterval = (10°)+2"¢*iniiallegAnteyiceinterval,
rcvdSignalingMsg2 = FALSE;

fcvdSignalingMsg2

SET_INTERVALS

switch (rcvdSignalingPtr=>announcelnterval)

case (-128): [~den’t change the interval */
break;
case 126: [ set interval to initial value */
currentLogAnnouncelnterval = initialLogAnnouncelnterval;
aMduncelnterval = (109)*21B*m\t\aILogAnncunce\merval;
break;
default: /* use indicated value; note that the value of 127 will result in an interval of
*2'%" s, or approximately 5.4 x 10° years, which indicates that the sender]
* should stop sending for all practical purposes, in accordance
*with Table 10-11. */
announcelnterval = (109)*216+rcvdS\gnalmgP(r»announcelnlewal;
break;

}
rcvdSignalingMsg2 = FALSE;

rcvdSignalingMsg2

Figure 10-16—AnnouncelntervalSetting state machine

10.4 Message attributes

10.4.1 General
This subclause describes media-independent attributes of the Announce message and the Signaling message

that are not described in 8.4.2, and whose descriptions are not generic to all messages used in this standard.
This subclause also describes media-independent attributes of all time-synchronization event messages.
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10.4.2 Message class

The Announce message is a general message, i.e., it is not timestamped. An Announce message provides
status and characterization information of the time-aware system that transmitted the message and the
grandmaster. This information is used by the receiving time-aware end station when executing the BMCA.

The Signaling message is a general message, i.e., it is not timestamped. A Signaling message carries
information, requests, and/or commands between time-aware systems, via one or more TLVs.

NOTE—In this standard, the Signaling message is used by a port of a time-aware system to request that the port at the
other end of the link send time-synchronization event messages, link delay measurement messages, or Announse
messages at desired intervals, and to indicate whether the port at the other end of the link should compute
neighborRateRatio and/or neighborPropDelay. A single TLV, termed the message interval request TLV, is_defined to
carry this information (see 10.5.4.3). One usage of this functionality is to allow a time-aware system in power-saving
mode to remain connected to a gPTP domain via the port on which the Signaling message is sent.

10.4.3 Addresses

The destination address of the Announce and Signaling messages shall be the r€serfed multicast address
given in Table 10-2 unless otherwise specified in a media-dependent clause (seé£.2 and 12.2).

Table 10-2—Destination address for Announce and Signaling messages

Destination address

01-80-C2-00-00-0E
NOTE—This address is taken from Table 8«1 of IEEE Std 802.1Q-2005.

NOTE—Frames whose destination address is the address of Table 10-2 are never forwarded, according to IEEE 802.1Q-
2005. Use of this address is shared by IEEE 802.1AS and.other IEEE 802.1 protocols.

10.4.4 Ethertype

The Ethertype of the Announce and Signaling messages shall be the Ethertype given in Table 10-3.

Table 10-3—Ethertype for Announce and Signaling messages

Ethertype

88F7,4

NOTE—This Ethertypeis used for all PTP messages.

10.4.5 Subtype

The subtype of the Announce and Signaling messages is indicated by the transportSpecific field (see
10.5:2:271).

NOTE—The subtype for all PTP messages is indicated by the transportSpecific field.

10.4.6 Source port identity

The Announce message, Signaling message, and all time-synchronization event messages contain a
sourcePortldentity field, see 10.5.2.2.8, that identifies the time-aware end station where the information
contained in each message originated.
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10.4.7 Sequence number

Each PortSync entity of a time-aware system maintains a separate sequenceld pool for each of the message
types Announce and Signaling, respectively, transmitted by the MD entity of the port.

Each Announce and Signaling message contains a sequenceld field, see 10.5.2.2.9, that carries the message
sequence number. The sequenceld of an Announce message shall be one greater than the sequenceld of the
previous Announce message sent by the transmitting port, subject to the constraints of the rollover of the

Ulntegerl6 data type used for the sequenceld field. The sequenceld of a Signaling message shall be one
greater than the sequenceld of the previous Signaling message sent by the transmitting port, subject to the
constraints of the rollover of the Ulnteger16 data type used for the sequenceld field.

10.5 Message formats

10.5.1 General

The PTP messages Announce and Signaling each have a header, body, and, if present;,a suffix that contains
one or more TLVs (see 10.5.2, 10.5.3, 10.5.4, and Clause 14 of IEEE Std 1588:2008). Reserved fields shall
be transmitted with all bits of the field 0 and ignored by the receiver, unless ‘otherwise specified. The data
type of the field shall be the type indicated in brackets in the title of each subclause.

This subclause defines the path trace TLV, which is carried by the Announce message (see 10.5.3.2.8), and
the message interval request TLV, which is carried by the Signaling.message (see 10.5.4.3). If a time-aware
system cannot parse a TLV, it shall ignore it and attempt to patrsesthe next TLV (see 14.1 of IEEE Std 1588-
2008).

NOTE—Any overhead specific to the respective medium is added to each message.

10.5.2 Header

10.5.2.1 General header specifications

The common header for all PTP messages shall be as specified in Table 10-4 and 10.5.2.2 and its subclauses.
10.5.2.2 Header field specifications

10.5.2.2.1 transportSpecific (Nibble)

The value is 0x1.

10.5.2.2.2 messageType (Enumeration4)

The valug indicates the type of the message, as defined in Table 10-5.

The’ most significant bit of the messageType field divides this field in half between event and general
messages. i.e.. it is 0 for event messages and 1 for general messages.

NOTE—The reserved nibble immediately following messageType is reserved for future expansion of the messageType
field.
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Table 10-4—PTP message header

Bits Octets Offset
8 7 6 5 4 3 2 1
transportSpecific messageType 1 0
reserved versionPTP 1 1
messagelLength 2 2
domainNumber 1 4
reserved 1 5
flags 2 6
correctionField 8 8
reserved 4 16
sourcePortldentity 10 20
sequenceld 2 30
control 1 32
logMessagelnterval 1 33

Table 10-5—Values for fmessageType field

Message type Message class Value
Announce General 0xB
Signaling General 0xC

NOTE—Values for the messageType field for PTP other messages that are used only
for specific media are\defined in the respective media-dependent clause(s).

10.5.2.2.3 versionPTP\(Uinteger4)

The value is 2.

NOTE—VersionPTP indicates the version number of IEEE 1588 PTP used in the PTP profile contained in this standard.
10.5,2.2,4 messagelLength (Ulnteger16)

The/value is the total number of octets that form the PTP message. The counted octets start with and include
the first octet of the header and terminate with and include the last octet of the last TLV or, if there are no

TLVs, with the last octet of the message as defined in this clause.

NOTE—For example, the Follow Up message (see 11.4.4) contains a PTP header (34 octets), preciseOriginTimestamp
(10 octets), and Follow_Up information TLV (32 octets). The value of the messageLength field is 34+10+32 = 76.

10.5.2.2.5 domainNumber (Ulnteger8)

The value is the gPTP domain number specified in 8.1.
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10.5.2.2.6 Flags (Octet2)

The value of the bits of the array are defined in Table 10-6. For message types where the bit is not defined in
Table 10-6, the value of the bit is set to FALSE.

Table 10-6—Values of flag bits

Octet Bit Message Name Value
Types

1 0 Announce leap61 The value of the global variable
leap61 (see 10.3.8.4)

1 1 Announce leap59 The value of the global,variable
leap59 (see 10.3.8.5)

1 2 Announce currentUtcOffsetValid The value of thé global variable
currentUtcOffsetValid (see
10.3.8.6)

1 3 All ptpTimescale Reserved'as TRUE, ignored on
reception

1 4 Announce timeTraceable The value of the global variable
timeTraceable (see 10.3.8.7)

1 5 Announce frequencyTraceable The value of the global variable
frequencyTraceable
(see 10.3.8.8)

10.5.2.2.7 correctionField (Integer64)

The value is 0.

10.5.2.2.8 sourcePortldentity (Portidentity)

The value is the port identity attribute, see 8.5.2, of the port that transmits the PTP message.
10.5.2.2.9 sequenceld (Uinteger16)

The sequenceld field:is assigned as specified in 10.4.7.

10.5.2.2.10«control (Ulnteger8)

The valuevis 0x5.

10.5.2.2.11 logMessagelnterval (Integer8)

For an Announce message, the value is the value of currentLogAnnouncelnterval, see 10.3.9.4, for the port
that transmits the Announce message. For a Signaling message, the value is reserved as 0x7F and ignored on
reception.
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10.5.3 Announce message
10.5.3.1 General Announce message specifications

The fields of the body of the Announce message shall be as specified in Table 10-7 and 10.5.3.2 and its

subclauses.
Table T0-7—Announce message fefds
Bits Octets Offset
8 7 6 5 4 3 2 1

header (see 10.5.2) 34 0
reserved 10 34
currentUtcOffset 2 44
reserved 1 46
grandmasterPriority1 1 47
grandmasterClockQuality 4 48
grandmasterPriority2 1 52
grandmasterldentity 8 53
stepsRemoved 2 61
timeSource 1 63
path trace TkV 4+8N 64

10.5.3.2 Announce message field.specifications
10.5.3.2.1 currentUtcOffset (Integer16)

The value is the value 0f currentUtcOffset (see 10.3.8.9) for the time-aware system that transmits the
Announce message.

10.5.3.2.2 grandmasterPriority1 (Ulnteger8)

The value,is-the value of the priorityl component of the rootSystemlIdentity of the gmPriorityVector (see
10.3.5)of\the time-aware system that transmits the Announce message.

10.5.3.2.3 grandmasterClockQuality (ClockQuality)

The value is the clockQuality formed by the clockT1ass, CloCKAcCcuracy, and olrsetscaledLog variance ol the
rootSystemldentity of the gmPriorityVector (see 10.3.5) of the time-aware system that transmits the
Announce message.

10.5.3.2.4 grandmasterPriority2 (Ulnteger8)

The value is the value of the priority2 component of the rootSystemldentity of the gmPriorityVector (see
10.3.5) of the time-aware system that transmits the Announce message.
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10.5.3.2.5 grandmasterldentity (Clockldentity)

The value is the value of the clockldentity component of the rootSystemldentity of the gmPriority Vector
(see 10.3.5) of the time-aware system that transmits the Announce message.

10.5.3.2.6 stepsRemoved (Ulnteger16)

The value is the value of masterStepsRemoved (see 10.3.8.3) for the time-aware system that transmits the
Announce message.

10.5.3.2.7 timeSource (Enumeration8)

The value is the value of timeSource (see 10.3.8.10) for the time-aware system that transmits the Amnounce
message.

10.5.3.2.8 Path trace TLV

The Announce message carries the path trace TLV, defined in 10.5.3.3.
10.5.3.3 Path trace TLV definition

10.5.3.3.1 General

The fields of the path TLV shall be as specified in Table 10-8 and inv10.5.4.3.2 through 10.5.4.3.9. This TLV,
and its use, are defined in IEEE Std 1588-2008 (see 16.2 and Table 34 of IEEE Std 1588-2008).

Table 10-8—Path trace TLV

Offset
Bits Octets stf;:tn(l) "
TLV
8 7 6 5 4 3 2 1
tlvType 2 0
lengthField 2 2
pathSequence 8N 4

10.5.3.3.2-tlvType (Enumeration16)

The Value of the tlvType field is 0x8.

NOTE—This is the value that indicates the TLV is a path trace TLV. as specified in 16.2.7.1 and Table 34 of
IEEE Std 1588-2008. The value is specified there as PATH _TRACE, whose value is 0x8.

10.5.3.3.3 lengthField (Ulnteger16)

The value of the lengthField is 8N.
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10.5.3.3.4 pathSequence (Clockldentity[N])

The value of pathSequence is a Clockldentity array. The array elements are the clockldentities of the
successive time-aware systems that receive and send an Announce message. The quantity N is the number of
time-aware systems, including the grandmaster, that the Announce information has traversed.

NOTE—N is equal to stepsRemoved+1 (see 10.5.3.2.6). The size of the pathSequence array increases by 1 for each
time-aware system that the Announce information traverses.

10.5.4 Signaling message
10.5.4.1 General Signaling message specifications

The fields of the body of the Signaling message shall be as specified in Table 10-9 and 10.542 and its

subclauses.
Table 10-9—Signaling message fields
Bits Octets Offset
8 7 6 5 4 3 2 1
header (see 10.5.2) 34 0
targetPortldentity 10 34
message interval request TLV: 16 44

10.5.4.2 Signaling message field specifications

10.5.4.2.1 targetPortldentity (Portldentity)

The value is OxFF.

10.5.4.2.2 Message interval-request TLV

The Signaling message carties the message interval request TLV, defined in 10.5.4.3.

10.5.4.3 Message interval request TLV definition

10.5.4.3.1<General

The fields of the message interval request TLV shall be as specified in Table 10-10 and in 10.5.4.3.2 through

10.5:4.3.9. This TLV is a standard organization extension TLV for the Signaling message, as specified in
14.3 of IEEE Std 1588-2008.

10.5.4.3.2 tivType (Enumeration16)
The value of the tlvType field is 0x3.

NOTE—This is the value that indicates the TLV is a vendor and standard organization extension TLV, as specified in
14.3.2.1 of IEEE Std 1588-2008. The value is specified there as ORGANIZATION EXTENSION, whose value is 0x3.
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Table 10-10—Message interval request TLV

Offset
Bits Octets stf;:tn(l) "
TLV
8 7 6 5 4 3 2 1

tlvType 2 0
lengthField 2 2
organizationld 3 4
organizationSubType 3 7
linkDelaylInterval 1 10
timeSynclnterval 1 11
announcelnterval 1 12
flags 1 13
reserved 2 14

10.5.4.3.3 lengthField (Uinteger16)

The value of the lengthField is 12.

10.5.4.3.4 organizationld (Octet3)

The value of organizationld is 00-80-C2.

10.5.4.3.5 organizationSubType (Entuimeration24)

The value of organizationSubTypetis 2.

10.5.4.3.6 linkDelaylInterval (Integer8)

The value is the logarithm to base 2 of the mean time interval, desired by the port that sends this TLV,
between successive,Pdelay Req messages sent by the port at the other end of the link. The format and
allowed valugs y of linkDelaylnterval are the same as the format and allowed values of
initialLogRdelayReqInterval, see 11.5.2.2.

The values 127, 126, and —128 are interpreted as defined in Table 10-11.

10:5.4.3.7 timeSyncinterval (Integer8)

The value is the logarithm to base 2 of the mean time interval, desired by the port that sends this TLV,
between successive time-synchronization event messages sent by the port at the other end of the link. The
format and allowed values of timeSyncInterval are the same as the format and allowed values of
initialLogSynclnterval, see 10.6.2.3, 11.5.2.3, 12.6, and 13.9.2.

The values 127, 126, and —128 are interpreted as defined in Table 10-12.
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Table 10-11—Interpretation of special values of linkDelaylInterval

Instruction to time-aware system

ALl that receives this TLV

127 Instructs the port that receives this TLV to stop sending
link delay measurement messages.

126 Instructs the port that receives this TLV to set

currentLogPdelayReqInterval to the value of
initialLogPdelayReqInterval, see 11.5.2.2.

—128 Instructs the port that receives this TLV not to change the
mean time interval between successive Pdelay Req
messages.

Table 10-12—Interpretation of special values of timeSyncinterval

Instruction to time-aware system

Value that receives this TLV.

127 Instructs the port that receives this
TLV to stop sendingtime*
synchronization eveht.messages.

126 Instructs the port that receives this
TLV to set currentLogSynclnterval
to the value of

initia egSynclnterval, see 10.6.2.3,
11,523, 12.6, and 13.9.2.

-128 InStructs the port that receives this
TLV not to change the mean time

interval between successive time-

synchronization event messages.

When a signaling message* that contains this TLV is sent by a port, the value of
syncReceiptTimeoutTimelnterval for that port (see 10.2.4.2) shall be set equal to syncReceiptTimeout (see
10.6.3.1) multiplied by the-value of the interval, in seconds, reflected by timeSyncInterval.

10.5.4.3.8 announcelnterval (Integer8)

The value is the Jlogarithm to base 2 of the mean time interval, desired by the port that sends this TLV,
between suecessive Announce messages sent by the port at the other end of the link. The format and allowed
values ofannouncelnterval are the same as the format and allowed values of initialLogAnnouncelnterval,

see 10:6.2.2.

The values —128, +126, and +127 are interpreted as defined in Table 10-13.

When a signaling message that contains this TLV is sent by a port, the value of
announceReceiptTimeoutTimelnterval for that port (see 10.3.9.1) shall be set equal to
announceReceiptTimeout (see 10.6.3.2) multiplied by the value of the interval, in seconds, reflected by
announcelnterval.
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Table 10-13—Interpretation of special values of announceinterval

Instruction to time-aware system

Value that receives this TLV

127 Instructs the port that receives this
TLV to stop sending Announce
messages.

126 Instructs the port that receives this
TLV to set
currentLogAnnouncelnterval to the
value of initialLogAnnouncelnterval,
see 10.6.2.2.

-128 Instructs the port that receives this
TLV not to change the mean time
interval between successive
Announce messages.

10.5.4.3.9 flags (Octet)

Bits 1 and 2 of the octet are defined in Table 10-14 and take on the valués PRUE and FALSE.

Table 10-14—Definitions of bits of flags field of‘message interval request TLV

Bit Name

1 computeNeighborRateRatio

2 computeNeighborPropDelay

Bits not defined in Table 10-14 are set,to FALSE and ignored on receipt.

NOTE—For full-duplex, point-tospoirit links (see Clause 11), it is expected that the port sending this TLV will set one or
both of these bits to FALSE if ythis port will not provide valid timing information in its subsequent responses
(Pdelay Resp and Pdelay RespyFollow Up) to Pdelay Req messages.

10.6 Protocol timing characterization
10.6.1 General
This stubglause specifies timing and timeout attributes for the media-independent sublayer state machines.

10.6.2 Message transmission intervals

10.6.2.1 General interval specification

The mean time interval between the sending of successive Announce messages, referred to as the announce
interval, shall be as specified in 10.6.2.2.
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The mean time interval between the sending of successive time-synchronization event messages for full-
duplex point-to-point, IEEE 802.11, and CSN links, and successive general messages containing time-
synchronization information for IEEE 802.3 EPON links, is referred to as the sync interval. The sync
interval shall be as specified in 10.6.2.3.

10.6.2.2 Announce message transmission interval

The logarithm to the base 2 of the announce interval (in seconds) is carried in the logMessagelnterval field

of the Announce message.

The initialLogAnnouncelnterval specifies the announce interval when the port is initialized and the value'the
announce interval is set to when a message interval request TLV is received with the announcelnterval field
set to 126 (see the AnnouncelntervalSetting state machine, 10.3.14). The currentLogAnnouricelnterval
specifies the current value of the announce interval. The default value of initialLogAnnouncelnterval is 0.
Every port supports the value 127; the port does not send Announce messages when
currentLogAnnouncelnterval has this value (see 10.3.14). A port may support other values, except for the
reserved values —128 through —125, inclusive, and 124 through 126, inclusive. A port ignores requests (see
10.3.14) for unsupported values. The initialLogAnnouncelntervaland currentLogAnnéuncelnterval are per-
port attributes.

NOTE 1—The value of initialLogAnnouncelnterval is the value of the mean timednterval between successive Announce
messages when the port is initialized. The value of the mean time interval between Successive Announce messages may
be changed, e.g., if the port receives a Signaling message that carries a message/interval request TLV (see 10.5.4.3), and
the current value is stored in currentLogAnnouncelnterval. The value @f the mean time interval between successive
Announce messages can be reset to the initial value, e.g., by a messagetinterval request TLV for which the value of the
field announcelnterval is 126, see 10.5.4.3.8.

NOTE 2—A port that requests (using a Signaling message that centains a message interval request TLV, see 10.5.4 and
10.3.14) that the port at the other end of the attached link set its currentLogAnnouncelnterval to a specific value can
determine if the request was honored by examining the\logMessagelnterval field of subsequent received Announce
messages.

10.6.2.3 time-synchronization event message transmission interval

The logarithm to the base 2 of the syng interval (in seconds) is carried in the logMessagelnterval field of the
time-synchronization messages.

The initialLogSyncIntervakspecifies the sync interval when the port is initialized and the value the sync
interval is set to when a message interval request TLV is received with the timeSyncInterval field set to 126
(see the LinkDelaySyncIntervalSetting state machine, 11.2.17). The default value is media-dependent; the
value is specified~in"the respective media-dependent clauses. The initialLogSyncInterval is a per-port
attribute.

The currenthbogSynclnterval specifies the current value of the sync interval, and is a per-port attribute.

NOTE=-The value of initialLogSyncInterval is the value of the sync interval when the port is initialized. The value of
the_sync interval may be changed, e.g., if the port receives a Signaling message that carries a message interval request
TLV (see 10.5.4.3), and the current value is stored in currentLogSynclnterval. The value of the sync interval can be reset

POA) i adanl 1 1 e 1 Pila ni h WA Joodaid 1 el o ol d o Q Lo lell
Ot AT varae; Cr g, Oy a MeSSage e var request—T oV 10T WITCIT the varte o te IIeTa M S y e mer var 1s— =205 ST

10.5.4.3.7.
10.6.2.4 Interval for providing synchronization information by ClockMaster entity

The clockMasterLogSynclnterval specifies the mean time interval between successive instants at which the
ClockMaster entity provides time-synchronization information to the SiteSync entity. The value is less than
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or equal to the smallest currentLogSyncInterval (see 10.6.2.3) value for all the ports of the time-aware
system. The clockMasterLogSynclnterval is an internal, per-time-aware system variable.

10.6.3 Timeouts
10.6.3.1 syncReceiptTimeout

The value of this attribute tells a slave port the number of sync intervals to wait without receiving

synchronization information, before assuming that the master i1s no longer transmitting synchronization
information, and that the BMC algorithm needs to be run, if appropriate. The condition of the slave port nét
receiving synchronization information for syncReceiptTimeout sync intervals is referred to as sync receipt
timeout.

The default value shall be 3. The syncReceiptTimeout is a per-port attribute.

10.6.3.2 announceReceiptTimeout

The value of this attribute tells a slave port the number of announce intervals todyait' without receiving an
Announce message, before assuming that the master is no longer transmitting Aunounce messages, and that
the BMC algorithm needs to be run, if appropriate. The condition of the\slave port not receiving an
Announce message for announceReceiptTimeout announce intervals i teferred to as announce receipt

timeout.

The default value shall be 3. The announceReceiptTimeout is a per=port attribute.
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11. Media-dependent layer specification for full-duplex, point-to-point links

11.1 Overview
11.1.1 General

A port attached to a full-duplex, point-to-point link uses the PTP peer delay protocol to measure propagation

Getay o the kAT overview of the propagation deiay TeasureIent 15 giverr 1T 11 -2, SYTCTomZation
information is transported using the PTP messages Sync and Follow_Up. An overview of the transport of
synchronization information is given in 11.1.3. An overview of the MD entity model for a full-duplex, pdirt-
to-point medium is given in 11.1.4.

11.1.2 Propagation delay measurement

The measurement of propagation delay on a full-duplex, point-to-point link using the peef>delay mechanism
is illustrated in Figure 11-1. The mechanism is the same as the peer delay mechanism described in
IEEE Std 1588-2008, specialized to a two-step clock!> and sending the requestRec€iptTimestamp and the
responseOriginTimestamp separately [see 11.4.3 of IEEE Std 1588-2008, item{¢)(8)]. The measurement is
made by each port at the end of every full-duplex, point-to-point link. Thys, both ports sharing a link will
independently make the measurement, and both ports will know the propagation delay as a result. This
allows the time-synchronization information described in 11.1.3 to\be”transported irrespective of the
direction taken by a Sync message. The propagation delay measurement is made on ports otherwise blocked
by non-PTP algorithms (e.g., Rapid Spanning Tree Protocol) used to eliminate cyclic topologies. This
enables either no loss of synchronization or faster resynchronization, after a reconfiguration, because
propagation delays are already known and do not have tobe initially measured when the reconfiguration
occurs.

In Figure 11-1, the propagation delay measurement is'initiated by a time-aware system at one end of a link;
this time-aware system is referred to as the peep;delay initiator. For purposes of the measurement, the other
time-aware system is the peer delay responder,’A similar measurement occurs in the opposite direction, with
the initiator and responder interchanged and the directions of the messages in Figure 11-1 reversed.

13See 3.1.47 of IEEE Std 1588-2008 for the definition of a two-step clock.
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Figure 11-1—Propagation delay measurement using peer delay mechanism

The propagation delay measurement starts with'the initiator issuing a Pdelay Req message and generating a
timestamp, #1. The responder receives thisimessage and timestamps it with time #,. The responder returns a
Pdelay Resp message and timestamps.jt-with time #;. The responder returns the time #, in the Pdelay_Resp
message, and the time 3 in a Pdelay*Resp_Follow_Up message. The initiator generates a timestamp, #4,
upon receiving the Pdelay Resptmmessage. The initiator then uses these four timestamps to compute the
mean propagation delay as shewn in Equation (11-1):

Ly = =4
Li = =13 (11-1)
p = lirt i _ (,—1)—(5-1)

2 2

where D/is the measured mean propagation delay and the other quantities are defined in Figure 11-1.

Note that it is the mean propagation delay that is measured here. Any link asymmetry is modeled as

Aq

time value.

The accuracy of the mean propagation delay measurement depends on how accurately the times 7, f,, #3, and
t4 are measured. In addition, Equation (11-1) assumes that the initiator and responder timestamps are taken
relative to clocks that have the same frequency. In practice, ¢; and #, are measured relative to the LocalClock
entity of the initiator time-aware system, and ¢, and ¢; are measured relative to the LocalClock entity of the
responder time-aware system. If the propagation delay measurement is desired relative to the responder time
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base, the term (¢4 — ¢;) in Equation (11-1) must be multiplied by the rate ratio of the responder relative to the
initiator, otherwise there will be an error equal to 0.5y(¢z,—¢;), where y is the frequency offset of the
responder relative to the initiator. Likewise, if the propagation delay measurement is desired relative to the
initiator time base, the term (#3 — #,) in Equation (11-1) must be multiplied by the rate ratio of the initiator
relative to the responder, otherwise there will be an error equal to 0.5y(¢; —¢,), where y is the frequency
offset of the initiator relative to the responder. Finally, if the propagation delay measurement is desired
relative to the grandmaster time base, each term must be multiplied by the rate ratio of the grandmaster
relative to the time base that term is expressed in.

There can also be an error in measured propagation delay due to time measurement granularity (see B.1.2)\
For example, if the time measurement granularity is 40 ns (as specified in B.1.2), the timestamps ¢, # 43,
and/or #4 can undergo 40 ns step changes. When this occurs, the measured propagation delay, D, willchange
by 20 ns (or by a multiple of 20 ns if more than one of the timestamps has undergone a 40 ns stepreliange).
The actual propagation delay has not changed by 20 ns; the effect is due to time measurement granularity.
The effect can be reduced, and the accuracy improved, by averaging successive measured propagation delay
values. For example, an exponential averaging filter can be used, i.e., as shown in Equation (11-2):

D

aD +(1-a)D,_, (11-2)

avg, k = avg, k-1

where Dj, is the K propagation delay measurement, D, ; is the K computed average propagation delay,
and £ is an index for the propagation delay measurements (i.e., peer delagmessage exchange). The quantity
a is the exponential weighting factor; it can be set so that the, weight of a past propagation delay
measurement is 1/e after M measurements, i.e., as shown in Equation (11-3):

a=-e (11-3)

The above averager must be initialized. One method isdo use a simple average (i.e., the sum of the sample
values divided by the number of samples) of the medsurements made up to the current measurement until a
window of M measurements has been accumulated: In this case, Equation (11-2) is used only for k > M. For
k < M, the averaged propagation delay is give by Equation (11-4):

L (ki 1)Davg,k—1
avg\ky k

+D,_,

D (11-4)

The rate ratio of the respondet relative to the initiator is the quantity neighborRateRatio (see 10.2.4.6). It is
computed by the function-computePdelayRateRatio() (see 11.2.15.2.3) of the MDPdelayReq state machine
(see 11.2.15) wusing , successive values of #; and #4. As indicated in the description of
computePdelayRateRatio(), any scheme that uses this information is acceptable as long as the performance
requirements of B72,4 are met. One example scheme is given in NOTE 1 of 11.2.15.2.3.

11.1.3 Transport of time-synchronization information

The transport of time-synchronization information by a time-aware system, using Sync and Follow_Up
messages, is illustrated in Figure 11-2. The mechanism is mathematically equivalent to the mechanism
described in IEEE Std 1588-2008 for a two—step,15 peer-to-peer transparent clock that is syntonized (see
11451, 1151, and 11,522 of IEEE Std 1588-2008), However, as will be seen shortly, the processes of

transporting synchronization by a two-step, peer-to-peer transparent clock that is syntonized and by a two-
step boundary clock are mathematically and functionally equivalent.!® The main functional difference
between the two types of clocks is that the boundary clock participates in best master selection and invokes

19The same mathematical and functional equivalence exists for one-step boundary and syntonized peer-to-peer transparent clocks. One-
step clocks are not discussed here because time-aware systems described in this standard are two-step devices from the standpoint of
IEEE Std 1588-2008.
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the BMCA, while the peer-to-peer transparent clock does not participate in best master selection and does
not invoke the BMCA (and implementations of the two types of clocks can be different).

Time-aware system i-1 Time-aware system i Time-aware system i+1
master port slave port master port slave port
Lo
S)/nc\
= Folioy, Up (o Iri
e reciseyy .
COrrect;, ~CIseQr; "
cnonF:e/d,‘I r,f,’g:mesfam;)
! atio, ;) ’\
Iy \
SYHC\
[—— Folioy, Irivl
hy Precisen,:
Corrgpsi €Originf
"ectionfigy ,ftlg'gmestamp
{ atio, ”
\) \) \) \/

Figure 11-2—Transport of time-synchronization information

Figure 11-2 shows three adjacent time-aware systenis,)indexed i-1, i, and i+1. Synchronization is
transported from time-aware system i-1 to time-awarésystem #, and then to time-aware system i+1. Time-
aware system i-1 send a Sync message to time-aware'system i at time £y ; |, relative to the LocalClock entity
of time-aware system i—1. At a later time, time-aware system i—1 sends an associated Follow Up message to
time-aware system i, which contains a preciseOriginTimestamp, correctionField; |, and rateRatio; ;. The
preciseOriginTimestamp contains the time\,of the grandmaster when it originally sent this synchronization
information. It is not indexed here beeause it normally does not change as the Sync and Follow Up
messages traverse the network. The “quantity correctionField; ; contains the difference between the
synchronized time when the Syne message is sent (i.e., the synchronized time that corresponds to the local
time f;; 1) and the preciseOriginTimestamp. The sum of preciseOriginTimestamp and correctionField; ;
gives the synchronized tim¢-'that corresponds to #;; ;. The quantity rateRatio; ; is the ratio of the
grandmaster frequency tovthe frequency of the LocalClock entity of time-aware system i—1.

Time-aware system i receives the Sync message from time-aware system i-1 at time ¢, relative to its
LocalClock enfity. Tt timestamps the receipt of the Sync message, and the timestamp value is ¢,.;. It receives
the associated\Follow Up message some time later.

Time-aware system i will eventually send a new Sync message at time £ ;, relative to its LocalClock entity. It
willliave to compute correctionField,, i.e., the difference between the synchronized time that corresponds to
t¢ and the preciseOriginTimestamp. To do this, it must compute the value of the time interval between 7 ; |
and ¢, ;. expressed in the grandmaster time base. This interval is equal to the sum of the following quantities:

a) The propagation delay on the link between time-aware systems i—1 and i, expressed in the
grandmaster time base, and
b)  The difference between 7, ; and ¢, (i.e., the residence time), expressed in the grandmaster time base.

The mean propagation delay on the link between time-aware systems i—1 and i, relative to the LocalClock
entity of time-aware system i—1, is equal to neighborPropDelay (see 10.2.4.7). This must be divided by
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rateRatio;_; to express it in the grandmaster time base. The total propagation delay is equal to the mean
propagation delay plus the quantity delayAsymmetry (see 8.3 and 10.2.4.8); delayAsymmetry is already
expressed in the grandmaster time base. The residence time, #; ~,.;, must be multiplied by rateRatio; to
express it in the grandmaster time base.

The preceding computation is organized slightly differently in the state machines of 11.2.13 and 11.2.14.
Rather than explicitly expressing the link propagation delay in the grandmaster time base, the local time at
time-aware system i that corresponds to £, ; is computed; this is the upstreamTxTime member of the

MDSyncReceive structure (see 10.2.2.2.6; recall that z, ; | 1s relative to the LocalClock entity of time-aware
system i-1). upstreamTxTime is equal to the quantity #,; minus the link propagation delay expressed relative
to the LocalClock entity of time-aware system i. The link propagation delay expressed relative toy‘the
LocalClock entity of time-aware system i is equal to the sum of the following:

¢) The quantity neighborPropDelay (see 10.2.4.7) divided by neighborRateRatio (see 10.2,4:6), and
d)  The quantity delayAsymmetry (see 10.2.4.8) divided by rateRatio;.

The division of delayAsymmetry by rateRatio; is performed after rateRatio; has been,updated, as described
shortly. The computation of upstreamTxTime is done by the MDSyncReceiveSMvstate machine in the
function setMDSyncReceive() (see 11.2.13.2.1). When time-aware system i sefids-a Sync message to time-
aware system i+1, it computes the sum of the link propagation delay and residence time, expressed in the
grandmaster time base, as:

e)  The quantity (¢ ; - upstreamTxTime)(rateRatio,).

As in item d) above, this computation is performed after rateRatio; has been updated, as described shortly.
The quantity of item e) is added to correctionField; ; to obtdin correctionField;. The computation of item e)
and correctionField; is done by the MDSyncSendSM state machine in the function setFollowUp() (see
11.2.14.2.3). The quantity correctionField; is inseited in the Follow_Up message sent by time-aware
system 1.

Note that the difference between mean propagation delay relative to the grandmaster time base and relative
to the time bases of the time-aware systeniat the other end of the attached link or of the current time-aware
system is usually negligible. To see this;-note that the former can be obtained from the latter by multiplying
the latter by the ratio of the grandmaster frequency to the frequency of the LocalClock entity of the time-
aware system at the other end.of the link attached to this port. This ratio differs from 1 by 200 ppm or less.
For example, for a worst-cage,frequency offset of the LocalClock entity of the time-aware system at the
other end of the link, reldtiye to the grandmaster, of 200 ppm, and a measured propagation time of 100 ns,
the difference in D relative to the two time bases is 20 ps. The corresponding difference for link delay
asymmetry in this &xample is also negligible because the magnitude of the link delay asymmetry is of the
same order of ;magnitude as the mean propagation time, or less. However, the difference is usually not
negligible for residence time, because residence time can be much larger (see B.2.2).

It was/préviously indicated that the processes of transporting synchronization by a two-step, peer-to-peer
transparent clock that is syntonized and by a two-step boundary clock are mathematically and functionally
equivalent. This is because the computations described above compute the synchronized time when the Sync
fnessage is sent by the time-aware system. The same computations are done if time-aware system 7 sends a

SyNC message witliout naving received @ New Sync message, 1.6, 11 Sync receipt Umeout OCCUrs (see
10.6.3.1). In this case, time-aware system i uses the most recently received time-synchronization
information from time-aware system i—1, which would be prior to time-aware system i having sent its most
recent Sync message. The synchronized time corresponding to the sending of a Sync message is equal to the
sum of the preciseOriginTimestamp and correctionField. Normally a boundary clock places this entire value,
except for any sub-nanosecond portion, in the preciseOriginTimestamp, while a transparent clock retains the
preciseOriginTimestamp and updates the correction field. However, the sum of the two fields is equal to the
synchronized time when the Sync message is sent in both cases.
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The ratio of the grandmaster frequency to the frequency of the LocalClock entity at time-aware system i,
rateRatio, is equal to the same quantity at time-aware system i1, rateRatio,_;, multiplied by the ratio of the
frequency of the LocalClock entity at time-aware system i—1 to the frequency of the LocalClock entity at
time-aware system i, neighborRateRatio (see 10.2.4.6). If neighborRateRatio is sufficiently small, this is
approximately equal to the sum of rateRatio; ; and the quantity neighborRateRatio-1, which is the
frequency offset of time-aware system i—1 relative to time-aware system i. This computation is done by the
PortSyncSyncReceive state machine (see 10.2.7).

11.1.4 Model of operation

A time-aware system contains one MD entity per port. This entity contains functions generic to all media,
which are described in Clause 10, and functions specific to the respective medium for the link. Functions
specific to full-duplex, point-to-point links are described in the current clause.

NOTE—IEEE 802.3 full-duplex, point-to-point links are in the category of links specified in this clause.

The model for a time-aware system with full-duplex, point-to-point links is shown in Figure 11-3. It assumes
the presence of one full-duplex, point-to-point MD entity per port. The media-independent entities shown in
Figure 11-3 are described in 10.1.1.

A general, media-independent description of the generation of timestampg is given in 8.4.3. A more specific
description for PTP event messages is given in 11.3.2.1. A PTP event message is timestamped relative to the
LocalClock entity when the message timestamp point (see 3.11) crosses the timestamp measurement plane
(see 3.25). The timestamp is corrected for any ingressLatency: or egressLatency (see 8.4.3) to produce a
timestamp relative to the reference plane (see 3.16). The corrected timestamp value is provided to the MD
entity.

The MD entity behavior and detailed state machines specific to full-duplex, point-to-point links are
described in 11.2. The behavior of the MD entity that is generic to all media is described in Clause 10.
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Application interface functions
(Clause 9)

ClockSource
(See Clause 9)

ClockTarget
(See Clause 9)
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ClockSlaveTime

(Clause 10)
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ClockMaster ClockSlave

-

PortSyncSync (Clause 10) ] PortSyncSync (Clause 10)
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MDSyncSend (Clauses 10 and 11)
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Link Aggregation Link Aggregation
MAC relay
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802.3 MAC 802.3 MAC
802.3 PHY 802.3 PHY

Figure 11-3—Model for time-aware system with full-duplex, point-to-point links

11.2 State machines for MD entity specific to full-duplex, point-to-point links
11.2.1 General

This subclause describes the media-dependent state machines for an MD entity, for the case of full-duplex,
point-to-point links. The'state machines are all per port, because an instance of each is associated with an
MD entity. The state'machines are as follows:

a)  MDSyncReceiveSM (shown in Figure 10-2, and in more detail in Figure 11-4): receives Sync and
Follow Up messages, and sends the time-synchronization information carried in these messages to
the PortSync entity of the same port.

b))~ MDSyncSendSM (shown in Figure 10-2, and in more detail in Figure 11-4): receives an
MDSyncSend structure from the PortSync entity of the same port, transmits a Sync message, uses
the <syncEventEgressTimestamp>, corrected for egressl atency, and information contained in the

MDSyncSend structure to compute information needed for the corresponding Follow_Up message,
and transmits the Follow Up message.

¢) MDPdelayReq (shown in Figure 11-5): transmits a Pdelay Req message, receives Pdelay Resp and
Pdelay Resp_ Follow Up messages corresponding to the transmitted Pdelay Req message, uses the
information contained in successive Pdelay Resp and Pdelay Resp Follow Up messages to
compute the ratio of the frequency of the LocalClock entity in the time-aware system at the other
end of the attached link to the frequency of the LocalClock entity in this time-aware system, and
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uses the information obtained from the message exchange and the computed frequency ratio to
compute propagation delay on the attached link.

d) MDPdelayResp (shown in Figure 11-5): receives a Pdelay Req message from the MD entity at the
other end of the attached link, and responds with Pdelay Resp and Pdelay Resp Follow Up
messages.

e) LinkDelaySyncIntervalSetting state machine (not shown): receives a Signaling message that
contains a Message Interval Request TLV (see 10.5.4.3), and sets the global variables that give the
duration of the mean intervals between successive Sync and successive Pdelay Req messages.

MDSyncReceive PortSyncSyncSend
(per port) (per port)
followUpReceiptTimeoutTime, Described in media-independent
revdSync, revdFollowUp, clause
rcvdSyncPtr, revdFollowUpPtr,
txMDSyncReceivePtr
MDSyncReceive
MBPSyncSend
' 4
PortSyncSyncReceive MDSyncSend
(per port) (per port)

rcvdMDSync, txSyncPtr,
rcvdMDTimestampReceive,
rcvdMDTimestampReceivePtr,
txFollowUpPtr

Described in media-independent
clause

Figure 11-4—Detail of MD entity time-synchrénijzation state machines for full-duplex,
point-to-point links

MDPdelayReq Pelay_Req N MDPdelayResp
) dPdelayReq,

pdelaylintervalTimer, pdelayReqInterval, rev X .
rcvdPdelayResp, rcvdPdelayRespPtr, :)(z;cél;ﬂl:;rérgzst;‘r:]pRecelve,
rcvdPdelayRespFollowUp, !
rcvdPdelayRespFollowUpPtr, txPdetayReqPtr, txPdelayRespFollowUpPtr
rcvdMDTimestampReceive, pdelayRegSequenceld,
neighborRateRatio, neighborPropDelay,
initPdelayRespReceived, Pdelay_Resp,
correctedResponderEventTimestamp, Pdelay_Resp_Follow_Up
UpstreamTxTime, isMeasuringDelay, lostResponses, 1
neighborPropDelayThresh, neighborRateRatioValid

Figure-11-5—Peer delay mechanism state machines—overview and interrelationships

Figure*10-2, Figure 11-4, and Figure 11-5 are not themselves state machines, but illustrate the machines,
theit interrelationships, the principle variables and messages used to communicate between them, their local
variables, and performance parameters. The figures do not show the service interface primitives between the

media-dependent layer and the LLC. Figure 11-5 is analogous to Figure 10-2; while Figure 10-2 applies to
the general time-synchronization protocol, Figure 11-5 is limited to the peer delay mechanism for
measurement of propagation delay in full-duplex, point-to-point links. Figure 11-4 shows greater detail of
the MDSyncReceiveSM and MDSyncSendSM state machines than Figure 10-2, for the case of full-duplex,
point-to-point links.
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The state machines described 11.2 and its subclauses use some of the global per time-aware system variables
defined in 10.2.3, the global per-port variables defined in 10.2.4, and the functions defined in 10.2.5.

11.2.2 Determination of asCapable
The per-port global variable asCapable (see 10.2.4.1) indicates whether or not the IEEE 802.1AS protocol is

operating on the link attached to this port, and can provide the time-synchronization performance described
in B.3. asCapable is used by the PortSync entity, which is media-independent; however, the determination of

asCapable 1s media-dependent.

For a port attached to a full-duplex, point-to-point link, asCapable shall be set to TRUE if and only ifyit.is
determined, via the peer delay mechanism, that the following conditions hold for the port:

a)  The port is exchanging peer delay messages with its neighbor,

b) The measured delay does not exceed neighborPropDelayThresh,

c) The port does not receive multiple Pdelay Resp or Pdelay Resp Follow Up mgssages in response
to a single Pdelay Req message, and

d)  The port does not receive a response from itself or another port of the sam¢time-aware system.

asCapable is set in the MDPdelayReq state machine (see 11.2.15 and Figure™11+8).
11.2.3 Use of MAC Control PAUSE operation

A time-aware system shall not use the MAC Control PAUSE operation.

11.2.4 Use of priority-based flow control

A time-aware system that implements priority-based, flow control shall neither transmit nor honor upon
receipt priority-based flow control messages that @st/on the IEEE 802.1AS message priority code point (see
8.4.4).

11.2.5 Use of link aggregation

The use of link aggregation is not-specified. If link aggregation is used, Sync and Pdelay Resp messages
must be part of the same conversation. In addition, if link aggregation is used and the Sync and Pdelay Resp
messages use a different physical link from that used by Pdelay Req messages in the opposite direction,
there can be errors in mleagured propagation time, i.e., in neighborPropDelay, and measured time offset
between the two time-aware systems. The absolute value of the error in neighborPropDelay and measured
time offset is equalsteisthe absolute value of one-half the difference between the actual propagation times in
the two directipns, A.c., the absolute value of the quantity delayAsymmetry (see 8.3 and 10.2.4.8), for the
physical links aetually used in the two directions.

11.2.6-Service interface primitives and data structures communicated between state
machines

The following subclauses describe the service primitives and data structures communicated between the

Time-Synchronization state machines ol the MD entity. First thc service primitives arc described, tollowed by
the data structures.

11.2.7 DL-UNITDATA.request
This service primitive is used by an MD entity to request to the associated LLC the transmission of a Sync,

Follow _Up, Pdelay Req, Pdelay Resp, or Pdelay Resp Follow Up message. The primitive is described in
2.2.1.1.1 of ISO/IEC 8802-2 [B9].
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11.2.8 DL-UNITDATA.indication

This service primitive is used by the LLC to indicate to the associated MD entity the receipt of a Sync,
Follow_Up, Pdelay Req, Pdelay Resp, or Pdelay Resp Follow Up message. The primitive is described in
2.2.1.1.1 of ISO/IEC 8802-2 [B9].

11.2.9 MDTimestampReceive

11.2.9.1 General

This structure provides the timestamp, relative to the timestamp measurement plane, of the event message
that was just sent or just received. The structure is received by the MD entity of the port. The MD_entity
corrects this timestamp for any ingressLatency or egressLatency (see 8.4.3) before using it and/of\passing it
to higher layer entities.

The structure is:

MDTimestampReceive {
timestamp

}

The member of the structure is defined in the following subclause.
11.2.9.2 timestamp (UScaledNs)

The timestamp is the value of the timestamp of the event.iessage (i.e., Sync, Pdelay Req, Pdelay Resp)
that was just transmitted or received. This timestamp igtaken relative to the timestamp measurement plane.

11.2.10 MDSyncReceive

This structure is specified in 10.2.2.2.

11.2.11 MDSyncSend

This structure is specified in 10,2.2.1.

11.2.12 MD entity global variables

11.2.12.1 currentlfogPdelayReqlInterval: the current value of the logarithm to base 2 of the mean time
interval, in seconds] between the sending of successive Pdelay Req messages (see 11.5.2.2). This value is
set in the, ‘EinkDelaySynclntervalSetting state machine (see 11.2.17). The data type for
currentLogPRdelayReqlnterval is IntegerS.

11.2.12:2 initialLogPdelayReqInterval: the initial value of the logarithm to base 2 of the mean time

interval, in seconds, between the sending of successive Pdelay Req messages (see 11.5.2.2). The data type
fot initialLogPdelayReqInterval is Integer8.

11.2.12.3 pdelayReqInterval: a variable containing the mean Pdelay Req message transmission interval
for the port corresponding to this MD entity. The value is set in the LinkDelaySyncIntervalSetting state
machine (see 11.2.17). The data type for pdelayReqlnterval is UScaledNs.

11.2.12.4 allowedLostResponses: the number of Pdelay Req messages for which a valid response is not
received, above which a port is considered to not be exchanging peer delay messages with its neighbor. The
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data type for allowedLostResponses is Ulnteger16. The required value of allowedLostResponses is given in
11.5.3.

11.2.12.5 isMeasuringDelay: a Boolean that is TRUE if the port is measuring link propagation delay. For a
full-duplex, point-to-point link, the port is measuring link propagation delay if it is receiving Pdelay Resp
and Pdelay Resp Follow Up messages from the port at the other end of the link (i.e., it performs the
measurement using the peer delay mechanism).

11.2.12.6 neighborPropDelayThresh: the propagation time threshold, above which a port is not considered
capable of participating in the IEEE 802.1AS protocol. If neighborPropDelay (see 10.2.4.7) exceeds
neighborPropDelayThresh, then asCapable (see 11.2.12.4) is set to FALSE. The data type\or
neighborPropDelayThresh is UScaledNs.

11.2.12.7 syncSequenceld: the sequenceld for the next Sync message to be sent by this MD entity. The data
type for syncSequenceld is Ulnteger16.

11.2.13 MDSyncReceiveSM state machine

11.2.13.1 State machine variables

The following variables are used in the state diagram of 11.2.13.3:

11.2.13.1.1 followUpReceiptTimoutTime: a variable used to save-the time at which the information
conveyed by a received Sync message will be discarded if the associated Follow Up message is not received

by then. The data type for syncReceiptTimeout is UScaledNs.

11.2.13.1.2 rcvdSync: a Boolean variable that notifies the current state machine when a Sync message is
received. This variable is reset by the current state machine.

11.2.13.1.3 rcvdFollowUp: a Boolean variabléthat notifies the current state machine when a Follow_Up
message is received. This variable is reset byithe current state machine.

11.2.13.1.4 revdSyncPtr: a pointer to\a’structure whose members contain the values of the fields of the
Sync message whose receipt is indieated by revdSync (see 11.2.13.1.2).

11.2.13.1.5 revdFollowUpPtr:)a pointer to a structure whose members contain the values of the fields of the
Follow_Up message whase receipt is indicated by revdFollowUp (see 11.2.13.1.3).

11.2.13.1.6 txMDSyncReceivePtr: a pointer to a structure whose members contain the values of the
parameters of an MDSyncReceive structure to be transmitted.

11.2.13. L7 upstreamSynclInterval: the sync interval (see 10.6.2.1) for the upstream port that sent the
receivedhSync message.

11.2.13.2 State machine functions

I'he 1ollowing Tunctions arc used 1n the state diagram of I1.2.15.57

11.2.13.2.1 setMDSyncReceive(): creates an MDSyncReceive structure, and returns a pointer to this
structure. The members of this structure are set as follows:
a) followUpCorrectionField is set equal to the correctionField (see 11.4.2.4) of the most recently
received FollowUp message,
b) sourcePortldentity is set equal to the sourcePortldentity (see 11.4.2.5) of the most recently received
Sync message,
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c¢) logMessagelnterval is set equal to the logMessagelnterval (see 11.4.2.8) of the most recently
received Sync message,

d) preciseOriginTimestamp is set equal to the preciseOriginTimestamp (see 11.4.4.2.1) of the most
recently received Follow_Up message,

e) rateRatio is set equal to the quantity (cumulativeScaledRateOffsetx2#1)+1.0, where the
cumulativeScaledRateOffset field is for the most recently received Follow Up message (see
11.4.4.3.0),

f)  upstreamTxTime is set equal to the <syncEventIngressTimestamp> for the most recently received

Sync message, minus the mean propagation time on the link attached to this port
(neighborPropDelay, see 10.2.4.7) divided by neighborRateRatio (see 10.2.4.6), minus
delayAsymmetry (see 10.2.4.8) for this port divided by rateRatio [see e¢) above].Fhe
<syncEventIngressTimestamp> is equal to the timestamp value measured relative to the timestamp
measurement plane, minus any ingressLatency (see 8.4.3),

NOTE 1—The mean propagation time is divided by neighborRateRatio to convert it from the time~bdse of the time-
aware system at the other end of the attached link to the time base of the current time-aware system. The
delayAsymmetry is divided by rateRatio to convert it from the time base of the grandmaster to the time base of the
current time-aware system. The two quotients are then subtracted from <syncEventIngfessTimestamp>, which is
measured relative to the time base of the current time-aware system.

NOTE 2—The difference between the mean propagation time in the grandmaster time'base, the time base of the time-
aware system at the other end of the link, and the time base of the current time-afyar€ system is usually negligible. The
same is true of any delayAsymmetry. See NOTE 2 of 11.2.15.2.4.

g) gmTimeBaselndicator is set equal to the gmTimeBasélndicator of the most recently received
Follow_Up message (see 11.4.4),

h) lastGmPhaseChange is set equal to the lastGmPhaseChange of the most recently received
Follow_Up message (see 11.4.4), and

1)  lastGmFreqChange is set equal to the lastGmFteqChange of the most recently received Follow Up
message (see 11.4.4).

11.2.13.2.2 txMDSyncReceive (txMDSyn¢ReceivePtr): transmits an MDSyncReceive structure to the
PortSyncSyncReceive state machine of the\PortSync entity of this port.

11.2.13.3 State diagram

The MDSyncReceiveSM statémachine shall implement the function specified by the state diagram in
Figure 11-6, the local variables specified in 11.2.13.1, the functions specified in 11.2.13.2, the structure
specified in 11.2.10 and 10.2.2.1, the messages specified in 11.4, and the relevant global variables and
functions specifieddn™0.2.3 through 10.2.5. The state machine receives Sync and Follow Up messages,
places the time-syn¢hronization information in an MDSyncReceive structure, and sends the structure to the
PortSyncSyncRedeive state machine of the PortSync entity of this port.
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BEGIN || (revdSync && (!portEnabled || !pttPortEnabled || lasCapable))

—

DISCARD

rcvdSync = FALSE;
rcvdFollowUp = FALSE;

rcvdSync && portEnabled
&& pttPortEnabled &&
asCapable

; A

WAITING_FOR_FOLLOW_UP

rcvdSync = FALSE;
upstreamSyncInterval = 2rcvdSyncPlr—>\ongssage\Merval;
followUpReceiptTimeoutTime = currentTime + upstreamSynelnterval;

rcvdFollowUp &&
(revdFollowUpPtr->sequenceld
== rcvdSyncPtr->sequenceld)

currentTime >=
followUpReceiptTimeoutTime

WAITING_FOR_SYNC

revdFollowUp = FALSE;
txMDSyncRecgifeRIr = setMDSyncReceive (rcvdFollowUpPtr);
txMD8yncReceive (txMDSyncReceivePtr);

rcvdSync && portEnabled && pttPortEnabled && asCapable

Figure 11-6—MDSyncReceiveSM state machine
11.2.14 MDSyncSendSM state machine
11.2.14.1 State machine variables
The follewing variables are used in the state diagram of 11.2.14.3:

11.2314.1.1 recvdMDSyne: a Boolean variable that notifies the current state machine when an MDSyncSend
structure is received. This variable is reset by the current state machine.

11.2.14.1.2 txSyncPtr: a pointer to a structure whose members contain the values of the fields of a Sync
message to be transmitted.

11.2.14.1.3 recvdMDTimestampReceive: a Boolean variable that notifies the current state machine when
the <syncEventEgressTimestamp> (see 11.3.2.1) for a transmitted Sync message is received. This variable is
reset by the current state machine.
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11.2.14.1.4 recvdMDTimestampReceivePtr: a pointer to the received MDTimestampReceive structure (see
11.2.9).

11.2.14.1.5 txFollowUpPtr: a pointer to a structure whose members contain the values of the fields of a
Follow_Up message to be transmitted.

11.2.14.2 State machine functions

The following functions are used in the state diagram of 11.2.14.3:

11.2.14.2.1 setSync(): creates a structure whose parameters contain the fields (see 11.4 and its subclaunses)
of a Sync message to be transmitted, and returns a pointer to this structure. The parameters are_set as
follows:
a) correctionField is set equal to 0,
b) sourcePortldentity is set equal to the sourcePortldentity member of the most recently received
MDSyncSend structure (see 10.2.2.1 and 11.2.11),
¢) sequenceld is set equal to syncSequenceld (see 11.2.12.4),
d) logMessagelnterval is set equal to the logMessagelnterval member of the most recently received
MDSyncSend structure (see 10.2.2.1 and 11.2.11), and
e) remaining fields are set as specified in 11.4.2 and 11.4.3.

11.2.14.2.2 txSync (txSyncPtr): transmits a Sync message from this<MD entity, whose fields contain the
parameters in the structure pointed to by txSyncPtr (see 11.2.14.1.2).

11.2.14.2.3 setFollowUp(): creates a structure whose parameters contain the fields (see 11.4 and its
subclauses) of a Follow Up message to be transmitted;{and returns a pointer to this structure. The
parameters are set as follows:
a) followUpCorrectionField is set equal to the sum’of:
1) the followUpCorrectionField member.of the most recently received MDSyncSend structure
(see 10.2.2.1 and 11.2.11)
2) the quantity

rateRatio X (<syncEventEgressTimestamp> — upstreamTxTime),

where rateRatio is the rateRatio member of the most recently received MDSyncSend structure
(see 10.2.2.1 and,’11.2.11), upstreamTxTime is the upstreamTxTime member of the most
recently tecegived MDSyncSend  structure (see 10.2.2.1 and 11.2.11), and
<syncEyentEgressTimestamp> is the timestamp pointed to by rcvdMDTimestampReceivePtr,
corrected for egressLatency (see 8.4.3).

NOTE—If the tiine-aware system that contains this PortSync entity is a Bridge, the quantity

<syacEventEgressTimestamp> — upstreamTxTime

is the.sum of the residence time and link propagation delay on the upstream link, relative to the LocalClock entity, and
the quantity

rateRatio X (<syncEventEgressTimestamp> — upstreamTxTime)

is the sum of the residence time and link propagation delay on the upstream link, relative to the grandmaster (see
11.2.13.2.1 for details on the setting of upstreamTxTime).

b) sourcePortldentity is set equal to the sourcePortldentity member of the most recently received
MDSyncSend structure (see 10.2.2.1 and 11.2.11),
c) sequenceld is set equal to syncSequenceld (see 11.2.13.1.6),
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d) logMessagelnterval is set equal to the logMessagelnterval member of the most recently received
MDSyncSend structure (see 10.2.2.1 and 11.2.11),

e) preciseOriginTimestamp is set equal to the preciseOriginTimestamp member of the most recently
received MDSyncSend structure (see 10.2.2.1 and 11.2.11),

f)  rateRatio is set equal to the rateRatio member of the most recently received MDSyncSend structure
(see 10.2.2.1 and 11.2.11),

g) gmTimeBaselndicator is set equal to the gmTimeBaselndicator member of the most recently
received MDSyncSend structure (see 10.2.2.1 and 11.2.11),

h) lastGmPhaseChange is set equal to the lastGmPhaseChange member of the most recently received
MDSyncSend structure (see 10.2.2.1 and 11.2.11),

i)  lastGmFreqChange is set equal to the scaledLastGmFreqChange member of the most regently
received MDSyncSend structure (see 10.2.2.1 and 11.2.11), multiplied by 2*!, and

j)  remaining fields are set as specified in 11.4.2 and 11.4.3.

11.2.14.2.4 txFollowUp (txFollowUpPtr): transmits a Follow Up message from this MD lentity, whose
fields contain the parameters in the structure pointed to by txFollowUpPtr (see 11.2.14.1.5)

11.2.14.3 State diagram

The MDSyncSendSM state machine shall implement the function specified by the state diagram in
Figure 11-7; the local variables specified in 11.2.14.1; the functions sp€eified in 11.2.14.2; the structures
specified in 11.2.9, 11.2.11 and 10.2.2.1; the messages specified in~h\4; the MD entity global variables
specified in 11.2.12; and the relevant global variables and functions.specified in 10.2.3 through 10.2.5. The
state machine receives an MDSyncSend structure from the¢ PortSyncSyncSend state machine of the
PortSync entity of this port and transmits a Sync and corresporiding Follow_Up message.
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BEGIN || (rcvdMDSync && (!portEnabled || IpttPortEnabled || lasCapable))

INITIALIZING

rcvdMDSync = FALSE;
rcvdMDTimestampReceive = FALSE;
syncSequenceld = random();

rcvdMDSync && portEnabled
&& pttPortEnabled &&
asCapable

SEND_SYNC

rcvdMDSync = FALSE;

txSyncPtr = setSync ();
txSync (txSyncPtr);

syncSequenceld += 1;

rcvdMDTimestampReceive

SEND_FQLLOW_UP

rcvdMDTimestampReceive = FALSE;
txFoellowUpPtr = setFollowUp();
txFollowUp (txFollowUpPtr);

rcvdMDSync && portEnabled && pttPortEnabled && asCapable

Figure 11-7—MDSyncSendSM state machine
11.2.15 MDPdelayReq state machine
11.2.15.1 State miachine variables
The following vatiables are used in the state diagram of 11.2.15.3:
11.2.15:1:1 pdelayIntervalTimer: a variable used to save the time at which the Pdelay Req interval timer is

started, see Figure 11-8. A Pdelay Req message is sent when this timer expires. The data type for
pdelayInterval Timer is UScaledNs.

IT.Z.T5.T.2 rcvdPdelayResp: a Boolcan variable that notifies the current statc machine when a
Pdelay Resp message is received. This variable is reset by the current state machine.

11.2.15.1.3 rcvdPdelayRespPtr: a pointer to a structure whose members contain the values of the fields of
the Pdelay Resp message whose receipt is indicated by rcvdPdelayResp (see 11.2.15.1.2).

11.2.15.1.4 revdPdelayRespFollowUp: a Boolean variable that notifies the current state machine when a
Pdelay Resp Follow Up message is received. This variable is reset by the current state machine.
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11.2.15.1.5 rcvdPdelayRespFollowUpPtr: a pointer to a structure whose members contain the values of the
fields of the Pdelay Resp Follow Up message whose receipt is indicated by revdPdelayRespFollowUp (see
11.2.15.1.4).

11.2.15.1.6 txPdelayReqPtr: a pointer to a structure whose members contain the values of the fields of a
Pdelay Req message to be transmitted.

11.2.15.1.7 revdMDTimestampReceive: a Boolean variable that notifies the current state machine when

the <pdelayReqEventEgressTimestamp> (see 11.3.2.1) for a transmitted Pdelay Req message is received.
This variable is reset by the current state machine.

11.2.15.1.8 pdelayReqSequenceld: a variable that holds the sequenceld for the next Pdelay Req message
to be transmitted by this MD entity. The data type for pdelayReqSequenceld is Ulnteger16.

11.2.15.1.9 initPdelayRespReceived: a Boolean variable that indicates whether or not initial Pdelay Resp
and Pdelay Resp Follow Up messages have been received when initializing the-meighborRateRatio
measurement. This variable is initialized to FALSE when the port initializes or re<initializes, and after a
Pdelay Resp and/or Pdelay Resp Follow Up message are not received in respaehis¢-fo a sent Pdelay Req
message.

11.2.15.1.10 lostResponses: a count of the number of consecutive Pdeldy’ Req messages sent by the port,
for which Pdelay Resp and/or Pdelay Resp Follow Up messages~are*not received. The data type for
lostResponses is Ulnteger16.

11.2.15.1.11 neighborRateRatioValid: a Boolean variable ¢hat indicates whether or not the function
computePdelayRateRatio() (see 11.2.15.2.3) successfully,e0iputed neighborRateRatio (see 10.2.4.6).

11.2.15.2 State machine functions
The following functions are used in the state diggram of 11.2.15.3:

11.2.15.2.1 setPdelayReq(): creates a stricture containing the parameters (see 11.4 and its subclauses) of a
Pdelay Req message to be transmitted; and returns a pointer, txPdelayReqPtr (see 11.2.15.1.6), to this
structure. The parameters are set ag<follows:
1) sourcePortldentity is'set equal to the port identity of the port corresponding to this MD entity
(see 8.5.2),
2) sequenceld {s set equal to pdelayReqSequenceld (see 11.2.15.1.8), and
3) remaining parameters are set as specified in 11.4.2 and 11.4.5.

11.2.15.2.2 txPdelayReq(txPdelayReqPtr): transmits a Pdelay Req message from the MD entity,
containing the parameters in the structure pointed to by txPdelayReqPtr (see 11.2.15.1.6).

11.2.15:23 computePdelayRateRatio(): computes neighborRateRatio (see 10.2.4.6) using the following
information conveyed by successive Pdelay Resp and Pdelay Resp Follow_Up messages:
a) = The <pdelayRespEventlngressTimestamp> (see 11.3.2.1) values for the respective Pdelay Resp
messages

B)  Ihc correctedResponderEvent Iimestamp values, whose date type is UscaledNs, obtained by adding
the following fields of the received Pdelay Resp Follow Up message:
1) The seconds field of the responseOriginTimestamp field, multiplied by 10°,
2) The nanoseconds field of the responseOriginTimestamp parameter, and
3)  The correctionField, divided by 2'°.

Any scheme that uses the preceding information, along with any other information conveyed by the
successive Pdelay Resp and Pdelay Resp Follow Up messages, to compute neighborRateRatio is
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acceptable as long as the performance requirements specified in B.2.4 are met. If neighborRateRatio is
successfully computed, the Boolean neighborRateRatioValid (see 11.2.15.1.11) is set to TRUE. If
neighborRateRatio is not successfully computed (e.g., if the MD entity has not yet exchanged a sufficient
number of peer delay messages with its peer), the Boolean neighborRateRatioValid is set to FALSE.

NOTE 1—As one example, neighborRateRatio can be estimated as the ratio of the elapsed time of the LocalClock entity
of the time-aware system at the other end of the link attached to this port, to the elapsed time of the LocalClock entity of
this time-aware system. This ratio can be computed for the time interval between a set of received Pdelay Resp and

Pdelas ppcp Eollowr TTP messages and-a second set of received Pdelas qup and Pdelay Ppcp Eollow TTp messages.

some number of Pdelay Req message transmission intervals later, i.e.,

(correctedResponderEventTimestamp) N~ (correctedResponderEventTimestamp) 0

(pdelayRespEventIngressTimestamp) N~ (pdelayRespEventIngressTimestamp) 0

where N is the number of Pdelay Req message transmission intervals separating the first set of received Pdelay Resp
and Pdelay Resp Follow_Up messages and the second set, and the successive sets of received Pdelay Resp and
Pdelay Resp Follow Up messages are indexed from 0 to N with the first set indexed 0.

NOTE 2—This function must account for non-receipt of Pdelay Resp and/or Pdelay Resp Follow Up for a
Pdelay Req message, and also for receipt of multiple Pdelay Resp messages withifione Pdelay Req message
transmission interval.

11.2.15.2.4 computePropTime(): computes the mean propagation delay on’the link attached to this MD
entity, D, and returns this value. D is given by Equation (11-5):

re(ty—t)—(t;—1,) (11-5)
2

D =

where

t4= <pdelayRespEventIngressTimestamp>ysee 11.3.2.1) for the Pdelay Resp message received in
response to the Pdelay Req message sent by the MD entity, expressed in ns; the
<pdelayRespEventIngressTimestamp> is equal to the timestamp value measured relative to the
timestamp measurement planeximinus any ingressLatency (see 8.4.3)

t; = <pdelayReqEventEgressTimiestamp> (see 11.3.2.1) for the Pdelay Req message sent by the
P2PPort entity, expressed in ns

t, = sum of (1) the ns\field of the requestReceiptTimestamp, (2) the seconds field of the
requestReceiptTimestamp multiplied by 10%, and (3) the correction field divided by 210 (e,
the correctign field is expressed in ns plus fractional ns), of the Pdelay Resp message received
in response to the Pdelay Req message sent by the MD entity

t; = sum~of (1) the ns field of the responseOriginTimestamp, (2) the seconds field of the
rgsponseOriginTimestamp multiplied by 10%, and (3) the correction field divided by 216 (i.e.,
the correction field is expressed in ns plus fractional ns), of the Pdelay Resp Follow Up
message received in response to the Pdelay Req message sent by the MD entity

# = current value of neighborRateRatio for this MD entity (see 10.2.4.6)

Propagation delay averaging may be performed, as described in 11.1.2 by Equation (11-2), Equation (11-3),

Cul\.‘l Equatluu \11 1'4) Ill t‘llib vase, tllC Dubbcbbi\/c valqu Uf plupagaﬁuu dc‘la_y bUllll)uth uaiug Equatiu11 (11 11'.)}
are input to either Equation (11-2) or Equation (11-4), and the computed average propagation delay is
returned by this function.

NOTE 1—Equation (11-5) defines D as the mean propagation delay relative to the time base of the time-aware system at
the other end of the attached link. It is divided by neighborRateRatio (see 10.2.4.6) to convert it to the time base of the
current time-aware system when adding to <syncEventIngressTimestamp> to compute upstreamTxTime [see 11.2.13.2.1

D].
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NOTE 2—The difference between mean propagation delay relative to the grandmaster time base and relative to the time
base of the time-aware system at the other end of the attached link is usually negligible. To see this, note that the former
can be obtained from the latter by multiplying the latter by the ratio of the grandmaster frequency to the frequency of the
LocalClock entity of the time-aware system at the other end of the link attached to this port. This ratio differs from 1 by
200 ppm or less. For example, for a worst-case frequency offset of the LocalClock entity of the time-aware system at the
other end of the link, relative to the grandmaster, of 200 ppm, and a measured propagation time of 100 ns, the difference
in D relative to the two time bases is 20 ps.

11.2.15.3 State diagram

The MDPdelayReq state machine shall implement the function specified by the state diagram in Figure 11-8,
the local variables specified in 11.2.15.1, the functions specified in 11.2.15.2, the messages specified ind1.4,
and the relevant global variables and functions specified in 11.2.12 and 10.2.3 through 10.2.5. This state
machine is responsible for the following:

a) Sending Pdelay Req messages and restarting the pdelayInterval Timer,

b)  Detecting that the peer mechanism is running,

c¢) Detecting if Pdelay Resp and/or Pdelay Resp Follow Up messages, cérresponding to a
Pdelay Req message sent are not received,

d) Detecting whether more than one Pdelay Resp is received withinlon€¢ Pdelay Req message
transmission interval (see 11.5.2.2),

e) Computing propagation time on the attached link when Pdelay Resp-and Pdelay Resp Follow_Up
messages are received, and

f)  Computing the ratio of the frequency of the LocalClock entity-of the time-aware system at the other
end of the attached link to the frequency of the LocalClock.entity of the current time-aware system.

NOTE—The ratio of the frequency of the LocalClock entity of the time-aware system at the other end of the attached
link to the frequency of the LocalClock entity of the current timie-aware system, pdelayRateRatio, retains its most recent
value when a Pdelay Resp and/or Pdelay Resp Follow_Up ndessage is lost.

11.2.16 MDPdelayResp state machine
11.2.16.1 State machine variables
The following variables are used in thg state diagram of 11.2.16.3:

11.2.16.1.1 rcvdPdelayReq: aBoolean variable that notifies the current state machine when a Pdelay Req
message is received. This variable is reset by the current state machine.

11.2.16.1.2 revdMDTimestampReceive: a Boolean variable that notifies the current state machine when
the <pdelayRespEventEgressTimestamp> (see 11.3.2.1) for a transmitted Pdelay Resp message is received.
This variable igTeset by the current state machine.

11.2.16.1:3 txPdelayRespPtr: a pointer to a structure whose members contain the values of the fields of a
Pdelay_ Résp message to be transmitted.

11.2.16.1.4 txPdelayRespFollowUpPtr: a pointer to a structure whose members contain the values of the
frelds of a Pdelay Resp Follow Up message to be transmitted.
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RESET

BEGIN || !portEnabled || pttPortEnabled

initPdelayRespReceived = FALSE;

if (i <= allowedL
lostResponses += 1; NOT_ENABLED

else

{

asCapable = FALSE;

portEnabled && pttPortEnabled i

ucT INITIAL_SEND_PDELAY_REQ

initPdelayRespReceived = FAESE;
pdelayRateRatio <™,
rcvdMDTimestampRegeive® FALSE;
. pdelayReqSequenceld's random();
pdelayRegSequenceld += 1 txPdelayReqPli.= setPdélayReq();
txPdelayReqPtr = setPdelayReq(); txPdelayRef(txPdelayReqPtr);
txPdelayReq(txPdelayReqPtr); pdelaylIntefvalTimef = currentTime;
pdelayintervalTimer = currentTime; JostResponses = 0:
isMeasutingDelay = FALSE;
asCapable = FALSE;

SEND_PDELAY_REQ

revdMDTimestampReceive

revdMDTimestampReceive

WAITING_FOR_PDELAY_RESP

revdMDTimestampReceive = FALSE;

L 7
(currentTime — p alTimer >= pdelayReqInterval) ||
(revdPdelayResp && vl p && (i pPtr- == yReql
( (rovdPdelayRespPr->requestingPortidentity.clockidentity = thisClock) || 8& (i o i ity y == thisClock) &&
(revdPde pPtr->reqe p 1= thisPort) || (revdPdelayResp ity.portNumber == thisPort)
(revdP pPir->sequenceld != txPdelayReq )))
WAITING_FOR_PDELAY_RESP_FOLLOW-0R
rcvdPdelayResp = FALSE!

(currentTime — pdelayIntervalTimer >=

o qinterval) || (revdPdelayResp 8& PdelayRespFollowUp & (rcvdPdelayRespFollowUpPir->sequenceld ==

(revdPdelayRespPtr->sequenceld == txPdelayReqPtr->sequenceld) &&

txPdelayReqPtr->sequenceld)) (revdPdelayRespFollowUpPt rtidentity ==
p )

WAITING_FOR_PDELAY_INTERVAL_TIMER

rcvdPdelayRespFollowUP = FALSE;
if computeNeighborRateRatio)
neighborRateRatio = computePdelayRateRatio();
if.(computeNeighborPropDelay)
neighborPropDelay = computePropTime();
lostResponses = 0;
isMeasuringDelay = TRUE;
if (neighborPropDelay <= neighborPropDelayThresh) &&
ity.clockldentity 1=

( yRespPtr-
thisClock) && neighborRateRatioValid)
asCapable = TRUE;
else
asCapable = FALSE;

currentTime — pdelaylntervalTimer >=
pdelayReg|nterval

Figure 11-8—MDPdelayReq state machine
11.2.16.2 State machine functions

The’following functions are used in the state diagram of 11.2.16.3:

11.2.16.2.1 setPdelayResp(): creates a structure containing the parameters (see 11.4 and its subclauses) of a
Pdelay Resp message to be transmitted, and returns a pointer, txPdelayRespPtr (see 11.2.16.1.3), to this
structure. The parameters are set as follows:
a)  sourcePortldentity is set equal to the port identity of the port corresponding to this MD entity (see
8.5.2),
b) sequenceld is set equal to the sequenceld field of the corresponding Pdelay Req message,
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¢) requestReceiptTimestamp is set equal to the <pdelayReqEventIngressTimestamp> (see 11.3.2) of
the corresponding Pdelay Req message, with any fractional ns portion truncated,

d) correctionField is set equal to the fractional ns portion of the <pdelayReqEventIngressTimestamp>
of the corresponding Pdelay Req message,

e) requestingPortldentity is set equal to the sourcePortldentity field of the corresponding Pdelay Req
message, and

f)  remaining parameters are set as specified in 11.4.2 and 11.4.6.

11.2.16.2.2 txPdelayResp(txPdelayRespPtr): transmits a Pdelay Resp message from the MD entity,
containing the parameters in the structure pointed to by txPdelayRespPtr (see 11.2.16.1.3).

11.2.16.2.3 setPdelayRespFollowUp(): creates a structure containing the parameters (see 11.4-and” its
subclauses) of a Pdelay Resp Follow Up message to be transmitted, and returns Aa>pointer,
txPdelayRespFollowUpPtr (see 11.2.16.1.4), to this structure. The parameters are set as follows;
a) sourcePortldentity is set equal to the port identity of the port corresponding to thissMD entity (see
8.5.2),
b) sequenceld is set equal to the sequenceld field of the corresponding Pdelay Req-message,
¢) responseOriginTimestamp is set equal to the <pdelayRespEventEgressTifnestamp> (see 11.3.2) of
the corresponding Pdelay Resp message, with any fractional ns truncatéed,
d) correctionField is set equal to the fractional ns portion of the <pdelayRespEventEgressTimestamp>
of the corresponding Pdelay Resp message,
e) requestingPortldentity is set equal to the sourcePortldentity field“of the corresponding Pdelay Req
message, and
f)  remaining parameters are set as specified in 11.4.2 and L1.4.6.

11.2.16.2.4 txFollowUp(txFollowUpPtr): transmits a Pdelay Resp Follow Up message from the P2PPort
entity containing the parameters in the structure pointed to-by txPdelayRespFollowUpPtr (see 11.2.16.1.4).

11.2.16.3 State diagram

The MDPdelayResp state machine shall implément the function specified by the state diagram in Figure 11-9,
the local variables specified in 11.2.16.1,-the functions specified in 11.2.16.2, the messages specified in 11.4,
and the relevant global variables and“functions specified in 10.2.3 through 10.2.5. This state machine is
responsible for responding to Pdelay Req messages, received from the MD entity at the other end of the
attached link, with Pdelay Resp,and Pdelay Resp Follow Up messages.
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BEGIN || IportEnabled || !pttPortEnabled

NOT ENABLED

portEnabled && pttPortEnabled

A
WAITING_FOR_PDELAY_REQ INITIAL_WAITING_FOR_PDELAY_REQ

rcvdMDTimestampReceive = FALSE;
txPdelayRespFollowUpPtr = setPdelayRespFollowUp(); rcvdPdelayReq,~"FALSE;
txPdelayRespFollowUp (txPdelayRespFollowUpPtr);

rcvdPdelayReq

‘ rcvdPdelayReq
SENT_PDELAY_RESP_WAITING_FOR_TIMESTAMP

rcvdPdelayReq = FALSE;
txPdelayRespPtr = setPdelayResp();
txPdelayResp (txPdelayRespPtr);

L]

rcvdMDTimestampReceive

Figure 11-9—MDPdelayResp state machine
11.2.17 LinkDelaySyncintervalSetting state machine
11.2.17.1 State machine variables
The following variables drejused in the state diagram of 11.2.17.2:
11.2.17.1.1 revdSignalingMsg1: a Boolean variable that notifies the current state machine when a Signaling
message that contains a Message Interval Request TLV (see 10.5.4.3) is received. This variable is reset by

the current state-machine.

11.2.17:122 revdSignalingPtr: a pointer to a structure whose members contain the values of the fields of the
received Signaling message that contains a Message Interval Request TLV (see 10.5.4.3).

14.2.17.2 State diagram

The LinkDelaySyncIntervalSetting state machine shall implement the function specified by the state
diagram in Figure 11-10, the local variables specified in 11.2.17.1, the messages specified in 10.5 and 11.4,
the relevant global variables specified in 10.2.4 and 11.2.12, and the relevant timing attributes specified in
10.6 and 11.5. This state machine is responsible for setting the global variables that give the duration of the
mean intervals between successive Sync and successive Pdelay Req messages, both at initialization and in
response to the receipt of a Signaling message that contains a Message Interval Request TLV (see 10.5.4.3).
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BEGIN || !portEnabled || !pttPortEnabled

NOT—EMNA RO,

IEEE
Std 802.1AS-2011

portEnabled && pttPortEnabled

INITIALIZE

currentLogPdelayReqInterval = initialLogPdelayReqInterval;
currentLogSynclinterval = initialLogSynclinterval;
pdelayReqinterval = (109 *215+imlla\LogPde\ayReqlnlervel;
syncinterval = (109)¢21e+|mlla\LogSyr\clnlerva\;
computeNeighborRateRatio = TRUE;
computeNeighborPropDelay = TRUE;
rcvdSignalingMsg1 = FALSE;

rcvdSignalingMsgid

SET_INTERVALS

switch (rcvdSignalingPtr->linkDelayInterval)

{

case (-128): /* don’t change the interval */
break;
case 126: /* set interval to initialwalue */
currentLogPdelayReqInterval = initialLogPdelayReqInterval;
pdelayReq|nterval = (109)*21GﬂnltlalLogPdelayReq\r\teNa\;
break;
default: /* use indicated \alue; note that the value of 127 will result in an interval of
*2'%" s, onapproximately 5.4 x 10%° years, which indicates that the Pdelay|
* requester should stop sending for all practical purposes, in accordance
* with.Jable 10-9. */
pdelayReqlAterval = (109)*21E+rcvdS\gna\mgPlr»\inkDe\aylnlervel;
break;

}
switch (revdSignalingPtr->timeSyncinterval)

case (-128): /* don’t change the interval */
break;
case 126: /* set interval to initial value */
currentLogSynclinterval = initialLogSynclinterval;
syncinterval = (109)*216+mmaILogSync\meNal;
break;
default: /* use indicated value; note that the value of 127 will result in an interval of
*2'%"s, or approximately 5.4 x 10%° years, which indicates that the sender,
* should stop sending for all practical purposes, in accordance
* with Table 10-10. */
syncinterval = (109)*216+rcvdswgnalmgP(rr>umeSynclmerva\;
break;

}

computeNeighborRateRatio = rcvdSignalingPtr->flags.computeNeighborRateRatio;

computeNeighborPropDelay = rcvdSignalingPtr->flags.computeNeighborPropDelay;
rcvdSignalingMsg1 = FALSE;

rcvdSignalingMsg1

Figure 11-10—LinkDelaySynclintervalSetting state machine
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11.3 Message attributes
11.3.1 General

This subclause describes attributes of the Sync, Follow Up, Pdelay Req, Pdelay Resp, and
Pdelay Resp Follow Up messages that are not described in 8.4.2.

11.3.2 Message types contained in each message class

11.3.2.1 Event message class
The event message class contains the following message types:

a) Sync: A Sync message contains time-synchronization information that originates at.a ClockMaster
entity. The appearance of a Sync message at the reference plane of the port corresponding to an MD
entity is an event to which the LocalClock assigns a timestamp, the <syncEvent[nigressTimestamp>
or <syncEventEgressTimestamp>, based on the time of the, ‘LocalClock. The
<syncEventIngressTimestamp> and <syncEventEgressTimestamp> are <measured relative to the
timestamp measurement plane; the MD entity corrects them for jdgress and egress latencies,
respectively (see 8.4.3). The Sync message is followed by a Follow Up message containing
synchronization information that is based in part on the sum of the <syncEventEgressTimestamp>
and any egressLatency (see 8.4.3).

b) Pdelay Req: A Pdelay Req message is transmitted by an MBentity to another MD entity as part of
the peer delay mechanism (see 11.2.15 and 11.2.16.2) to determine the delay on the link between
them. The appearance of a Pdelay Req message at the teference plane of the port of an MD entity is
an event to which the LocalClock assigns a timestathp, the <pdelayReqEventIngressTimestamp> or
<pdelayReqEventEgressTimestamp>, based{) oh the time of the LocalClock. The
<pdelayReqEventIngressTimestamp> and \<pdelayReqEventEgressTimestamp> are measured
relative to the timestamp measurement plane; the MD entity corrects them for ingress and egress
latencies, respectively (see 8.4.3).

c¢) Pdelay Resp: A Pdelay Resp message is transmitted by an MD entity to another MD entity in
response to the receipt of a Pdelay,*Req message. The Pdelay Resp message contains the <pdelay-
reqg-ingress-timestamp> of thévPdelay Req message that it is transmitted in response to. The
appearance of a Pdelay Resp message at the reference plane of the port of an MD entity is an event
to which the LocalClock assigns a timestamp, the <pdelayRespEventlngressTimestamp> or
<pdelayRespEventEgressTimestamp>, based on the time of the LocalClock. The
<pdelayRespEvefitingressTimestamp> and <pdelayRespEventEgressTimestamp> are measured
relative to the timestamp measurement plane; the MD entity corrects them for ingress and egress
latencies, —“tespectively (see 8.4.3). The Pdelay Resp message is followed by a
PdelayResp Follow Up message containing the sum of the <pdelayRespEventEgressTimestamp>
and any-egressLatency (see 8.4.3).

Event messages shall be assigned the timestamps previously defined, in accordance with 8.4.3.

11.3.2.2 General message class

T'he general message class contains the tollowing message types:
a) Follow_Up: A Follow_Up message communicates the value of the <syncEventEgressTimestamp>
for the associated Sync message.
b) Pdelay Resp Follow Up: A Pdelay Resp Follow Up message communicates the value of the
<PdelayRespEventEgressTimestamp> for the associated Pdelay Resp message.

General messages are not required to be timestamped.
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11.3.3 VLAN tag
A frame that carries an [EEE 802.1AS message shall not have a VLAN tag nor a priority tag.
11.3.4 Addresses

The destination address of Sync, Follow _Up, Pdelay Req, Pdelay Resp, and Pdelay Resp Follow Up
messages shall be the reserved multicast address given in Table 11-1.

Table 11-1—Destination address for Sync, Follow_Up, Pdelay_Req, Pdelay_Resp,
and Pdelay_Resp_Follow_Up messages

Destination address

01-80-C2-00-00-0E
NOTE—This address is taken from Table 8-1 of IEEE Std 802.1Q-2005.

All Sync, Follow Up, Pdelay Req, Pdelay Resp, and Pdelay Resp Follow Up ‘essages shall use the
MAC address of the respective egress physical port as the source address.

11.3.5 Ethertype

The Ethertype of Sync, Follow Up, Pdelay Req, Pdelay Resp, arid Pdelay Resp Follow Up messages
shall be the Ethertype given in Table 11-2.

Table 11-2—Ethertype for Sync, Follow_Up, Pdelay_Req, Pdelay_Resp, and
Pdelay_Resp_Follow~Up messages

Ethextype

88F 7,4

11.3.6 Subtype

The subtype of the Sync, Follow Up, Pdelay Req, Pdelay Resp, and Pdelay Resp Follow Up messages is
indicated by the transportSpecificfield (see 10.5.2.2.1)

NOTE—The subtype for allPTP 'messages is indicated by the transportSpecific field.
11.3.7 Source portidentity

The Sync and Eollow Up messages each contain a sourcePortldentity field, see 11.4.2.5, that identifies the
time-awaresend station where the information contained in each message originated (see 10.4.6).

The Rdelay Req, Pdelay Resp, and Pdelay Resp Follow Up messages each contain a sourcePortldentity
field(see 11.4.2.5) that identifies the egress port (see 8.5) on which the respective message is sent.

—11-3-8-Segquence-nrumber

Each MD entity shall maintain a separate sequenceld pool for each of the message types Sync and
Pdelay Req, respectively.

Each Sync and Pdelay Req message contains a sequenceld field, see 11.4.2.6, that carries the message

sequence number. The sequenceld of a Sync message shall be one greater than the sequenceld of the
previous Sync message sent by the transmitting port, subject to the constraints of the rollover of the
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Ulnteger16 data type used for the sequenceld field. The sequenceld of a Pdelay Req message shall be one
greater than the sequenceld of the previous Pdelay Req message sent by the transmitting port, subject to the
constraints of the rollover of the Ulnteger16 data type used for the sequenceld field.

Separate pools of sequenceld are not maintained for the following message types:

a)  Pdelay Resp
b)  Follow_Up

c) Pdelay Resp Follow Up
For these exceptions, the sequenceld value is specified in 11.4.2.6, Table 11-6.
11.3.9 Event message timestamp point

The message timestamp point for a PTP event message shall be the beginning of the first symbol following
the start of frame delimiter.

11.4 Message formats
11.4.1 General

The PTP messages Sync, Follow_Up, Pdelay Req, Pdelay Resp, and Pdelay Resp Follow_Up shall each
have a header, body, and if present, a suffix that contains one ot more TLVs (see 10.5.2, 11.4.3, 11.4.4,
11.4.5, 11.4.6, 11.4.7, and Clause 14 of IEEE 1588-2008). Resetved fields shall be transmitted with all bits
of the field 0 and ignored by the receiver, unless otherwisespecified. The data type of the field shall be the
type indicated in brackets in the title of each subclause.

This subclause defines the Follow_Up informatign“FLV, which is carried by the Follow_Up message (see
11.4.4.3). The Follow_Up information TLV shall be the first TLV of a Follow Up message. If a time-aware
system cannot parse a TLYV, it shall ignore itand attempt to parse the next TLV (see 14.1 of IEEE Std 1588-
2008).

NOTE—The standard Ethernet header and\FCS (18 bytes total) must be added to each message.

11.4.2 Header

The common header for the PTP messages Sync, Follow Up, Pdelay Req, Pdelay Resp, and
Pdelay Resp FollowiUp shall be as specified in 10.5.2 and its subclauses, except as noted in the following
subclauses.

11.4.2.1 messageType (Enumeration4)

The valug ‘indicates the type of the message, as defined in Table 11-3.

The’ most significant bit of the message ID field divides this field in half between event and general
messages. i.e.. it is 0 for event messages and 1 for general messages.

NOTE—The reserved nibble immediately following messageType is reserved for future expansion of the messageType
field.
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Message type Message class Value
Sync Event 0x0
Pdelay Req Event 0x2
Pdelay Resp Event 0x3
Follow_Up General 0x8
Pdelay_Resp Follow_Up | General 0xA

NOTE—Other values for the messageType field, except for 0xB that is used for the
Announce message and 0xC that is used for the Signaling message (see 10.5.2.2.2), are
not used in this standard.

11.4.2.2 messageLength (Uinteger16)

The value is the total number of octets that form the PTP message. The counted.defets start with and include
the first octet of the header and terminate with and include the last octet of the last TLV or, if there are no
TLVs, with the last octet of the message as defined in this subclause.

NOTE—See 10.5.2.2.4 for an example.

11.4.2.3 Flags (Octet2)

The value of the bits of the array are defined in Table 14 /4For message types where the bit is not defined in

Table 11-4, the value of the bit is set to FALSE.

Table 11:4—Values of flag bits

Octet Bit Message type Name Value

Reserved as TRUE, ignored on
reception

Sync, twoStepFlag

Pdelay_Resp

11.4.2.4 correctionField (Integer64)

The correctionField is the value of the correction as specified in Table 11-5, measured in nanoseconds and
multiplied)by 216 For example, 2.5 ns is represented as 0x0000000000028000.

A value of one in all bits, except the most significant, of the field, indicates that the correction is too big to
be.répresented.

11.4.2.5 sourcePortldentity (Portldentity)

The value is the portldentity of the egress port (see 8.5.2) on which the respective message is sent.
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Table 11-5—Value of correction field

Message type

Value

Follow_Up

Corrections for fractional nanoseconds (see 10.2.8 and
Figure 10-5), difference between preciseOriginTimestamp field
and current synchronized time (see 11.2.14.2.3 and

Figure 11-7), and asymmetry corrections (see 8.3, 11.2.13.2.1,
and 112 142 3: the r}nqnﬁtv delavAsuymmetry isused in the

computation of upstreamTxTime in 11.2.13.2.1, and
upstreamTxTime is used in computing an addition to the
correction field in 11.2.14.2.3)

Pdelay Req,
Pdelay Resp,

Pdelay Resp Follow Up

Figure 11-9)

Corrections for fractional nanoseconds (see Figure 11-8 and

NOTE—IEEE Std 1588-2008 describes asymmetry corrections for the Pdelay Reg’ and
Pdelay_Resp messages. However, the peer delay mechanism computes the mean propagation
delay. In the case here where the communication path is a full-duplex, point-to-pgint link, these
corrections cancel in the mean propagation delay computation and therefore aré mot'needed.

11.4.2.6 sequenceld (Uln

teger16)

The value is assigned by the originator of the message in conforfmance with 11.3.8, except in the case of
Follow Up, Pdelay Resp, and Pdelay Resp Follow Up messages. The sequenceld field values for these
exceptions are defined in the state diagrams given in the figures-teferenced in Table 11-6.

Table 11-6—References for.sequenceld value exceptions

Message type

Reference

Follow _Up

See 11.2.14 and Figure 11-7

Pdelay Resp

See 11.2.16.2 and
Figure 11-9

Pdelay Resp Follow Up

See 11.2.16.2 and
Figure 11-9

11.4.2.7 control (Ulnteger8)

The valuejs:as specified in Table 11-7.

Table 11-7—Value of control field

Message type Value
Sync 0x0
Follow_Up 0x2
Announce, Pdelay Req, 0x5

Pdelay Resp,
Pdelay Resp Follow Up

126
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11.4.2.8 logMessagelnterval (Integer8)

For Sync and Follow Up messages, the value is the value of currentLogSynclInterval, see 10.2.4.3 and
10.6.2.3. For Pdelay Req messages, the value is the value of currentLogPdelayReqlnterval. For
Pdelay Resp and Pdelay Resp Follow Up messages, the value is reserved as Ox7F and ignored on
reception.

11.4.3 Sync

The fields of the Sync message shall be as specified in Table 11-8.

Table 11-8—Sync message fields

Bits Octéts Offset
8 7 6 5 4 3 2 1
header (see 11.4.2) 34 0
reserved 10 34

11.4.4 Follow_Up
11.4.4.1 General Follow_Up message specifications

The fields of the Follow Up message shall be as specified in Table 11-9 and 11.4.4.2 and its subclauses.

Table 11-9—Follow_Up message fields

Bits Octets  Offset
8 7 6 5 4 3 2 1
header (see 11.4.2) 34 0
preciseOriginTimestamp 10 34
Follow_Up information TLV 32 44

11.4.4.2 Follow_Up message field specifications

11:4.4.2.1 preciseOriginTimestamp (Timestamp)

The value of the preciseOriginTimestamp field is the sourceTime of the ClockMaster entity of the

grandmaster, when the associated time synchronization event message was sent by that grandmaster, with
any fractional nanoseconds truncated (see 10.2.8).

The sum of the correction fields in the Follow Up and associated time synchronization event messages,
added to the preciseOriginTimestamp field of the Follow_Up message, is the value of the synchronized time
corresponding to the <syncEventEgressTimestamp> at the time-aware system that sent the associated time
synchronization event message, including any fractional nanoseconds.
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11.4.4.2.2 Follow_Up information TLV

The Follow Up message carries the Follow Up information TLV, defined in 11.4.4.3. This TLV shall be the
first TLV after the fixed fields.

11.4.4.3 Follow_Up information TLV

11.4.4.3.1 General

The fields of the Follow_Up information TLV shall be as specified in Table 11-10 and in 11.4.4.3.2 through
11.4.4.3.9. This TLV is a standard organization extension TLV for the Follow Up message, as specified.in
14.3 of IEEE Std 1588-2008.

Table 11-10—Follow_Up information TLV

Bits Qctets Offset
8 7 6 5 4 3 2 3§
tlvType 2 0
lengthField 2 2
organizationld 3 4
organizationSubType 3 7
cumulativeScaledRateOffset 4 10
gmTimeBaselndicator 2 14
lastGmPhaseGhange 12 16
scaledLastGmFreqChange 4 28

11.4.4.3.2 tivType (Enumeration16)
The value of the tlvType field'is 0x3.

NOTE—This is the value that indicates the TLV is a vendor and standard organization extension TLV, as specified in
14.3.2.1 of IEEE Std~['588-2008. The value is specified there as ORGANIZATION EXTENSION, whose value is 0x3.

11.4.4.3.3 lengthField (Ulnteger16)
The valueof the lengthField is 28.

11.4.4.3.4 organizationld (Octet3)

The value of organizationld is 00-80-C2.
11.4.4.3.5 organizationSubType (Enumeration24)

The value of organizationSubType is 1.
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11.4.4.3.6 cumulativeScaledRateOffset (Integer32)

The value of cumulativeScaledRateOffset is equal to (rateRatio — 1.0) X (241), truncated to the next smaller
signed integer, where rateRatio is the ratio of the frequency of the grandMaster to the frequency of the
LocalClock entity in the time-aware system that sends the message.

NOTE—The above scaling allows the representation of fractional frequency offsets in the range [—(2_10 - 2‘41), 2710 —2‘41],

with granularity of 274!, This range is approximately [-9.766 x 107*, 9.766 x 107].

11.4.4.3.7 gmTimeBaselndicator (Ulnteger16)

The value of gmTimeBaselndicator is the timeBaselndicator of the ClockSource entity for the curvent
grandmaster (see 9.2.2.2).

NOTE—The timeBaselndicator is supplied by the ClockSource entity to the ClockMaster( ehtity via the
ClockSourceTime.invoke function (see 9.2.2.2).

11.4.4.3.8 lastGmPhaseChange (ScaledNs)

The value of lastGmPhaseChange is the time of the current grandmaster mintis”the time of the previous
grandmaster, at the time that the current grandmaster became grandmaster. The value is copied from the
lastGmPhaseChange member of the MDSyncSend structure whose receipt.ecauses the MD entity to send the
Follow_Up message (see 11.2.11).

11.4.4.3.9 scaledLastGmFreqChange (Integer32)

The value of scaledLastGmFreqChange is the fractional fi¢quency offset of the current grandmaster relative
to the previous grandmaster, at the time that the curfent grandmaster became grandmaster, or relative to
itself prior to the last change in gmTimeBaselndicator, multiplied by 2*! and truncated to the next smaller
signed integer. The value is obtained by multiplying the lastGmFreqChange member of MDSyncSend
whose receipt causes the MD entity to send theFollow Up message (see 11.2.11) by 241, and truncating to
the next smaller signed integer.

NOTE—The above scaling allows the representation of fractional frequency offsets in the range [—(2_]0 - 2‘41), 210 2‘41],
with granularity of 27#!. This range is approximately [-9.766 X 107*, 9.766 x 107].

11.4.5 Pdelay_Req message

The fields of the Pdelay Req message shall be as specified in Table 11-11.

Table 11-11—Pdelay_Req message fields

Bits Octets Offset
8 7 6 5 4 3 2 1
header-tseeH42) 34 ©
reserved 10 34
reserved 10 44
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11.4.6 Pdelay_Resp message
11.4.6.1 General Pdelay_Resp message specifications

The fields of the Pdelay Resp message shall be as specified in Table 11-12 and 11.4.6.2 and its subclauses.

Table 11-12—Pdelay_Resp message fields

Bits Octets Offset
8 7 6 5 4 3 2 1
header (see 11.4.2) 34 0
requestReceiptTimestamp 10 34
requestingPortldentity 10 44

11.4.6.2 Pdelay_Resp message field specifications
11.4.6.2.1 requestReceiptTimestamp (Timestamp)

The value is the seconds and nanoseconds portion of the <pdelayReqEventIngressTimestamp> of the
associated Pdelay Req message, see 11.2.16.2.

11.4.6.2.2 requestingPortldentity (Portldentity)

The value is the value of the sourcePortldentity field’of the associated Pdelay Req message, see 11.2.16.2.
11.4.7 Pdelay_Resp_Follow_Up message

11.4.7.1 General Pdelay_Resp_Follow_Up message specifications

The fields of the Pdelay Resp, Folow Up message shall be as specified in Table 11-13 and 11.4.7.2 and its

subclauses.
Table 11-13—Pdelay_Resp_Follow_Up message fields
Bits Octets Offset
8 7 6 5 4 3 2 1
header (see 11.4.2) 34 0
responseOriginTimestamp 10 34
requestingPortldentity 10 44
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11.4.7.2 Pdelay_Resp_Follow_Up message field specifications
11.4.7.2.1 responseOriginTimestamp (Timestamp)

The value is the seconds and nanoseconds portion of the <pdelayRespEventEgressTimestamp> of the
associated Pdelay Resp message, see 11.2.16.2.

11.4.7.2.2 requestingPortldentity (Portldentity)

The value is the value of the sourcePortldentity field of the associated Pdelay Req message, see 11.2.16.2!

11.5 Protocol timing characterization

11.5.1 General

This subclause specifies timing attributes for the media-dependent sublayer specified inthis clause.
11.5.2 Message transmission intervals

11.5.2.1 General interval specification

The mean time interval between successive Pdelay Req messages is. tepresented as the logarithm to the base
2 of this time interval measured in seconds. The value of this logarithmic attribute shall be as specified in
11.5.2.2.

The mean time interval between successive Sync messdges shall be as specified in 10.6.2.1, 10.6.2.3, and
11.5.2.3.

11.5.2.2 Pdelay_Req message transmission interval
The initialLogPdelayReqInterval specifies.the following:

a) The mean time interval between successive Pdelay Req messages sent over a link when the port is
initialized, and

b) The value the mean-time interval between successive Pdelay Req messages is set to when a
message interval reqiest TLV is received with the linkDelayIntervalField set to 126 (see 11.2.17).

The currentLogPdelayReqInterval specifies the current value of the mean time interval between successive
Pdelay Req messages. The default value of initialLogPdelayReqInterval is 0. Every port supports the value
127; the port does not send Pdelay Req messages when currentLogPdelayReqlnterval has this value (see
11.2.17). Ayport may support other values, except for the reserved values —128 through —125, inclusive, and
124 thréugh 126, inclusive. A port shall ignore requests (see 11.2.17) for unsupported values. The
initiallogPdelayReqIntervaland currentLogPdelayReqlnterval are per-port attributes.

INOTE 1—The value of initialLogPdelayReqlnterval is the value of the mean time interval between successive
Pdelay Req messages when the port is initialized. The value of the mean time interval between successive Pdelay Req

messages may be changed, e.g., if the port receives a Signaling message that carries a message interval request TLV, see
10.5.4.3, and the current value is stored in currentLogPdelayReqlnterval. The value of the mean time interval between
successive Pdelay Req messages can be reset to the initial value, e.g., by a message interval request TLV for which the
value of the field linkDelayInterval is 126, see 10.5.4.3.6.

NOTE 2—A port that requests (using a Signaling message that contains a message interval request TLV, see 10.5.4 and
11.2.17) that the port at the other end of the attached link set its currentLogPdelayReqlnterval to a specific value can
determine if the request was honored by examining the logMessagelnterval field of subsequent received Pdelay Req
messages.
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11.5.2.3 Sync message transmission interval default value

The default value of initialLogSyncInterval (see 10.6.2.3) is —3. Every port supports the value 127; the port
does not send Sync messages when currentLogSyncInterval has this value (see 11.2.17). A port may support
other values, except for the reserved values —128 through —125, inclusive, and 124 through 126, inclusive. A
port ignores requests (see 11.2.17) for unsupported values.

NOTE—A port that requests (using a Signaling message that contains a message interval request TLV, see 10.5.4 and

TT-ZT7yThat the port at the other end of the attached HnK Set iTs CUITemLOgSynclnterval 10 a Specitic value can determine
if the request was honored by examining the logMessagelnterval field of subsequent received Sync messages.

11.5.3 allowedLostResponses

The variable allowedLostResopnse (see 11.2.12.4) is the number of Pdelay Req messages for which a valid
response is not received, above which a port is considered to not be exchanging peer delay messages with its
neighbor. The value of allowedLostResponses shall be 3.
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12. Media-dependent layer specification for IEEE 802.11 links

12.1 Overview

Accurate synchronized time is distributed across a domain through time measurements between adjacent

time-aware systems in a bridged LAN. Time is communicated from the root of the clock spanning tree (i.e.,

the grandmaster) to the leaves of the tree, by recursively propagating time from a leaf-facing “master” port
; N trroe v ; oo ; ;

made across the links connecting the devices. While the time semantics are consistent across the time-awate

bridged LAN, the method for communicating synchronized time from a master port to the immediate

downstream link partner varies depending on the type of link interconnecting the two stations/Bridges:

This clause specifies the interface primitives and state machines that provide accurate synchronized time
across wireless IEEE 802.11 links as part of a bridged LAN. This clause builds upon tinie| measurement
features defined in IEEE P802.11v (D15.0, September 2010), and makes no distinctiof-between stations
with an Access Point function and stations without an Access Point function.

12.1.1 IEEE P802.11v timing measurement procedure

IEEE P802.11v (D15.0, September 2010) defines a family of wireless/imeasurements, including “timing
measurement,” which captures timestamps of the transmit time and réceive time of a round-trip message
exchange between associated WLAN stations.

In contrast to the protocol defined for full-duplex point-to-point links, this clause does not define any new
frames nor the transmission of any frames. Rather, it makes use of a MAC Layer Management Entity
(MLME) interface, which causes the IEEE 802.11 layerto ot only take timestamps of measurement frames
as they are transmitted and received, but to also generate and consume the measurement frames, all within
the IEEE 802.11 MLME layer, and then to provide timestamp information from the MLME to this media-
dependent layer through a set of well-defined-service primitives. However, as an aid to the reader, the
protocol and frames used by the IEEE 802. L['MLME for time measurement are described briefly as follows
and illustrated in Figure 12-1.

Time measurement is accomplished through a round-trip frame exchange. The first frame of the round-trip
measurement (the “request” framie) is generated within the IEEE 802.11 MLME when the MLME-
TIMINGMSMT.request primitive is invoked by the requesting station. As defined by IEEE Std 802.11-
2007, upon receipt of theresulting unicast (action) frame, the receiving station transmits an IEEE 802.11
ACK control frame to the tequesting station. Four timestamps are captured during this two-frame exchange,
as follows:

a) t/ is when (in the requesting station’s time base) the request frame is transmitted

b) £2 iswhen (in the responding station’s time base) the request frame is received

¢) -i3is when (in the responding station’s time base) the ACK control frame is transmitted
d)~\# is when (in the requesting station’s time base) the ACK control frame is received

When the requester initiates a Timing measurement request, it passes the ¢/ and 74 timestamps (and other

dot = L 2 4+ 23t 4 A ] 3 ot 1o 2| A 3 £1o1
end-to-end-synehrontzationtrformatom-fromthe-previous-measurement-to-theresponder—A—patrof-tokens
are passed in each request, one to identify the current measurement and the other to allow the responder to
associate the timestamp information with the previous measurement.
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Figure 12-1—Timing measurement procedure for IEEE 802.11 links

Note that, unlike point-to-point full-duplex ports, IEEE 802yt1 ports do not compute the link delay
measurements in both directions since only a port in the Slave state makes use of that information. As a
result, a port that transitions from the Master state te‘the Slave state (e.g., due to selection of a new
grandmaster), may collect a number of link delay measurements and perform averaging or other filtering
before achieving the desired accuracy.

12.1.2 Layering for IEEE 802.11 links

The media-dependent (MD) entity is;tailored to the link technology and is responsible for translating the
PortSync entity’s media-independent*actions to media-dependent PDUs or primitives as necessary for
communicating synchronized tintefrom the master port over the link to a single slave port. In the case of an
IEEE 802.11 link, this one-torone relationship between the MD entities of the master and slave implies that
if the one physical IEEE 80211 port is associated with multiple stations, each association requires its own
instantiation of the IEEE"802.1AS PortSync entity and MD entity. The MLME-TIMINGMSMT service
primitives defined in\}EEE P802.11v (D15.0, September 2010) are used to perform timing measurements
between a master{ IBEE 802.11 station and associated IEEE 802.11 slave station. Figure 12-2 illustrates how
the MD entity interacts with the higher and lower layers.

134 Copyright © 2011 IEEE. All rights reserved.


https://iecnorm.com/api/?name=ea2d0c1e30b8bffe01e7cce011b2b8f3

ISO/IEC/IEEE 8802-1AS:2014(E)

IEEE
TIMING AND SYNCHRONIZATION FOR TIME-SENSITIVE APPLICATIONS IN BRIDGED LANS Std 802.1AS-2011

PortSyncSync PortSyncSync

\/

MnQ\lmr\Dnrni\ln

MDSyncSend
\

B
FortSync ‘
k/

802.11
slave
state machine

802.11
master
state machine

MD

LLC

MLME-TIMINGMSMT .request

P

MLME-TIMINGMSMT.indication
MLME-TIMINGMSMT.confirm

ISS
802.11 MAC

802.11
MLME

802.11 PHY

Figure 12-2—Media-dependent and lower entities in stations with IEEE 802.11 links

12.2 Messages

All media-dependent.frames are generated and consumed by the lower-layer IEEE 802.11 MLME and thus
none are defingd here. Also, since the IEEE 802.11 event messages are timestamped by the MAC/PHY, the
timestamp_point is defined in IEEE P802.11v (D15.0, September 2010) as well. Media-independent
messages;Ji.e., Announce and Signaling messages, are transmitted using the unicast address of the WLAN
station inistead of the group address defined in 10.4.3.

12.3 Determination of asCapable

The per-port global variable asCapable shall be set to FALSE if the timing measurement bit in the Extended
Capabilities information element defined in Table 7-35a of IEEE P802.11v (D15.0, September 2010)
indicates that the peer IEEE 802.11 station is incapable of participating in the timing measurement protocol.
Otherwise, asCapable may be set to TRUE.
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12.4 State machines
12.4.1 Media-dependent master state machine
12.4.1.1 Overview

The MD entity of an IEEE 802.11 port whose port role is MasterPort (see Table 10-1) shall behave in a
manner that is indistinguishable, relative to an observer external to a system, from a strict implementation of

the state diagram in Figure 12-3, the local variables specified in 12.4.1.3, the functions specified in 12.4.1.4,
the shared variables specified in 12.4.1.5, and the primitives defined in 12.4.1.6.

The master state machine is responsible for initiating a time measurement whenever the PortSyunc-entity
requests it do so, as indicated by the rcvMDSync Boolean. The master state machine invokes the
IEEE 802.11 MLME-TIMINGMSMT.request primitive and waits for the subsequent® MLME-
TIMINGMSMT.confirm primitive. It collects local timestamp information from the measurement (z/ and #4,
provided by the confirm primitive) and includes the information in the subsequent requést. See 8.4.3 for
more information on timestamps.
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12.4.1.2 State diagram

BEGIN || (revdMDSync && (!portEnabled || IpttPortEnabled || lasCapable))

-

INITIALIZING

dialog Token=0;
paramsFromConfirm = NULL;
rcvdMDSync = FALSE;

rcvdMDSync && portEnabled
&& pttPortEnabled &&

+ asCapable %

VALIDATE_FOLLOW_UP_INFO

followUpInfoValid =
(paramsFromConfirm != NULL ) &&
(paramsFromConfirm.peerMacAddress == dot11SlaveMac) &&
(slaveMacOfLastRequest == dot11SlaveMac));

\
IfollowUplnfoValid
v

FOLLOW_UP_INFO_INVALID

followUplhfoValid

requestParams.FollowUpDialogToken = 0;

rcvdMDSync && Ui:T
portEnabled &&
pttPortEnabled && INITIATE_REQUEST_WAIT)CONFIRM
asCapable

revdMDSync = FALSE;
if ((++dialogToken % 256) == 0) dialogToken++;

requestParams.DialogToken=dialogToken;
requestParams.PeerMACAddress = dot11SlaveMac;

setRequestParams(&requestParams, MDSyncSend);

rcvdMDSync &&
MLME.TIMINGMSMT request(requestParams); portEnabIed &&
requestRarams.FollowUpDialogToken = 0;  //In case no confirm is received pttPortEnabled &&
slaveMdcOfLastRequest = dot11SlaveMac; asCapabIe

MLME.TIMINGMSMT.confirm(&paramsFromConfirm)

SAVE_CONFIRM_INFO

requestParams.FollowUpDialogToken = paramsFromConfirm.DialogToken;
requestParams.T1 = paramsFromConfirm.T1;
requestParams.T4 = paramsFromConfirm.T4;

JINOTE: T1 is in units of 10ns but upstreamTxTime is units of 2'16 seconds
residenceTime = MDSyncSend.rateRatio *
(paramsFromConfirm.T1 * 109*(216} - MDSyncSend.upstreamTxTime);

requestParams.VendorSpecific.correctionField =
: e . onField-

y
/INOTE: T1 and T4 are timestamps from a single
Il'local clock source. The roll-over of the 32-bit timestamps returned by

/I TIMINGMSMT .request and TIMINGMSMT.indication must be accounted for.

Figure 12-3—Master state machine
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12.4.1.3 State machine local variables

a) dialogToken: an unsigned 8-bit integer used to identify a measurement from among those preceding
and following it.

b) followUpInfoValid: a Boolean variable indicating whether the FollowUp information (e.g.,
timestamps and rateRatio) and the link partner are unchanged since the last timing measurement.

c) requestParams: a structure whose members contain the values of the fields of the MLME-
TIMINGMSMT.request primitive.

d) paramsFromConfirm: a structure whose members contain the values of the fields of the MLME-
TIMINGMSMT.confirm primitive.

e) dotll1SlaveMac: the MAC address of the station associated with the current port.

f)  slaveMacOfLastRequest: the MAC address of the station of the previous request, used tosvalidate
FollowUp information.

g) residenceTime: a temporary variable that holds the computation of the time between receipt of the
last synchronization information and transmission of synchronization information.

h) revdMDSync: a Boolean variable that is set to TRUE when an MDSyncSend strtieture is provided

a)

by the PortSync entity.

12.4.1.4 State machine functions

setRequestParams(&requestParams, MDSyncSend): assigns ¥aliés to the parameters of the

request primitive of MLME-TIMINGMSMT (see 12.4.1.6) as-follows:

1) Members of the FollowUpInformation member of the_VeridorSpecific information element, as
defined in 12.5, are assigned as defined in 11.4.4, with the exception of the correctionField
which is assigned as shown in the Master state mdchine in 12.4.1.2.

2) The other fields of the VendorSpecific information element are assigned as follows:

i)  ElementID is assigned the value 22% as defined in Table 7-26 (Element IDs) of
IEEE Std 802.11-2007, indicating\ that the information element is of type Vendor
Specific.

ii)  The Length field is set to 80,

NOTE—This is equal to the length of the Follow_Up payload defined in 11.4.4 (including the common header) plus the
length of the OUI and Type fields (see Figuré/12-5).

iii) The OUI field isset to 00-80-C2.
iv)  The Type fieldis set to 0.
3) MaxTI1Erroi-MaxT4Error are set to zero.
4)  All other members are left unchanged.

12.4.1.5 Shared Variables

a) MDBSyicSend: a structure as defined in 10.2.2.1.

b) _pertEnabled: a Boolean as defined in 10.2.4.11.

c)s\.pttPortEnabled: a Boolean as defined in 10.2.4.12.

d)» asCapable: a Boolean whose value is specified in 12.3.
12.4.1.6 Mast imiti

12.4.1.6.1 MLME-TIMINGMSMT.request

The MLME-TIMINGMSMT request primitive is used by a master station to initiate a timing measurement
and also communicates timestamps ¢/ and ¢4 captured by the master during a previous measurement.

Its parameters are as follows:
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MLME-TIMINGMSMT.request(
PeerMACAddress,
DialogToken,
FollowUpDialogToken,
Tl1,

MaxT1Error,

a4

I,

MaxT4Error,
VendorSpecific)

Table 12-1—Parameters of MLME-TIMINGMSMT.request

Name Type Valid range Description
PeerMACAddress MACAddress N/A The address of the peer MAC entity with which
the Timing Measurement is/nitiated.
DialogToken Ulnteger8 1-255 The dialog token used/o idéntify this Timing
Measurement transaction.
FollowUpDialog- Ulnteger8 0-255 The dialog tokénrof a previous Timing
Token Measurement\from which the

FollowUplnformation is derived.

T1 Ulnteger32 0- (23 Z1) Transmit (time of departure) timestamp ¢/ from
the ‘tume measurement indicated by the
FollowUpDialogToken. In units of 10 ns.

MaxT1Error Integer 0-255 Timestamp error, in units of 10 ns.

T4 Ulnteger32 0- (23 2% Receive (time of arrival) timestamp ¢4 from the
time measurement indicated by the
FollowUpDialogToken. In units of 10 ns.

MaxT4Error Integer 0-255 Timestamp error, in units of 10 ns.

VendorSpecific N/A N/A A Vendor Specific information element
containing various time-synchronization
parameters, including an entire Follow_Up
message, as defined in 12.5.

Refer to IEEE P802.1\lw (D15.0, September 2010) for more information on the MLME primitives.

12.4.1.6.2 MLME-TIMINGMSMT.confirm
The MEME-TIMINGMSMT.confirm primitive indicates that a timing measurement request has completed.

Its parameters are as follows:
MLME-TIMINGMSMT.confirm(

PeerMACAddress,
DialogToken,

TI,

MaxT1Error,

T4,

MaxT4Error)
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Table 12-2—Parameters of MLME-TIMINGMSMST.confirm
Name Type Valid range Description
PeerMACAddress MACAddress N/A The address of the peer MAC entity, which
acknowledges the receipt of the Timing
Measurement action frame.
DialogToken Integer 1-255 The dialog token to identify the Timing
MeEasurcment ransaction.
T1 Ulnteger32 0- (232—1) The transmit timestamp ¢/ in units of 10 ns.
MaxT1Error Ulnteger8 0-255 Maximum error of timestamp ¢/ in units of 10 .ns.
T4 Ulnteger32 0- (232—1) The receive timestamp ¢4 in units of 10 ns.
MaxT4Error Ulnteger8 0-255 Maximum error of timestamp #4 in(unit§ of 10 ns.

Refer to IEEE P802.11v (D15.0, September 2010) for more information on this MLME primitive.
12.4.2 Media-dependent slave state machine
12.4.2.1 Overview

The MD entity of an IEEE 802.11 port whose port role is SlavePortor PassivePort (see 10.3.6) shall behave
in a manner that is indistinguishable, relative to an observer external to a system, from a strict
implementation of the state diagram in 12.4.2.2, the local, variables specified in 12.4.2.3, the functions
specified in 12.4.2.4, the shared variables specified in 12¢4.225, and the primitives defined in 12.4.2.6.

The slave state machine is responsible for collectihng information from Timing measurement indication,
constructing MDSyncReceive structure with the“relevant information, and passing the structure to the
PortSync entity for further processing. Insorder to do this, the state machine saves locally captured
timestamps (i.e., #2 and ¢3) received in the, indication, associating them with the timestamps sent from the
master port in a future indication (i.e.,.z£and #4).
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12.4.2.2 State diagram

BEGIN || (rcvdIndication && (!portEnabled || IpttPortEnabled || lasCapable))

v

DISCARD

previousindParams = NULL:

rcvdindication = FALSE;

rcvdindication &&
portEnabled &&
pttPortEnabled && asCapable

CONSTRUCT_MD_SYNC_RECEIVE_STRUCTURE

MLME.TIMINGMSMT.indication(&indParams);

If ((previousIndParams != NULL) &&
(previousIndParams.PeerMacAddress == dot11SlaveMac) &&
(indParams.FollowUpDialogToken != 0))

{

neighborRateRatio =
(indParams.T1-previousIndParams.T1) /
(indParams.T2-previousIndParams.T2);
/INOTE: Other methods of computing neighborRateRatio may be usged,

neighborPropDelay =
(indParams.T4 - indParams.T1) -
neighborRateRatio * (indParams.T3 - indParams.T2)) 72.0;
/INOTE: Other methods of computing neighborPropDeldy may be used.

MDSyncReceive = setMDSyncReceive(indParams);
MDSyncReceive.VendorSpecific.rateRatio +=\(fieighborRateRatio — 1);
MDSyncReceive.VendorSpecific.upstreamTxTime = indParams.T2 -
neighborPropDelay/neighborRateRétio;
/INOTE: Actions performed with the timestampError paramers of indParams are
/I implementation independent.

passMDSyncReceiveToPortSyn¢(&MDSyncReceive);
previousIindParams = indPdrams;

}
rcvdindication = FALSE;

rcvdindieation &&
portEnabled &&
pttPortEnabled && asCapable

Figure 12-4—Slave state machine

While quantities aré&shown to be computed from information in consecutive indications, an implementation
may choose to compute over longer intervals as long as the clock performance requirements of Annex B are
met.

12.4.2:3 State machine local variables

a)" indParams: a structure whose members contain the values of the fields of the MLME-
TIMINGMSMT.indication primitive, as defined in 12.4.2.6.
previousIndParams: a SUuctulic witll members identical to those of indParams, uscd 10 save
parameters from the previous indication.

c) neighborRateRatio: the measured ratio of the frequency of the LocalClock entity of the remote
system to the frequency of the LocalClock entity of this system. The data type is Double.

d) recvdIndication: a Boolean which is set to TRUE when the MLME-TIMINGMSMT.indication is
received.
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12.4.2.4 State machine functions

a)

b)

setMDSyncReceive(indParams): creates an MDSyncReceive structure and returns the structure. All
fields are assigned from FollowUpInformation (contained in the VendorSpecific information
element) of indParams as in 11.2.13.2.1.
passMDSyncReceiveToPortSync(): passes an MDSyncReceive structure to the PortSync entity of

12.4.2.5 State machine shared variables

portEnabled: a Boolean as defined in 10.2.4.

pttPortEnabled: a Boolean as defined in 10.2.4.
asCapable: a Boolean as defined in 12.3.
neighborPropDelay: the delay over the link to the associated WLAN station as-defined in 10.2.4.7.

12.4.2.6 Slave primitives

Its parameters are as follows:

MLME-TIMINGMSMT.indication (

PeerMACAddress,
DialogToken,
FollowUpDialogTokeén,
Tl,

MaxT1Error

T4,

Maxi{T4Error,

T2,

MaxT2Error,

T3,

MaxT3Error,
VendorSpecific)

MDSyncReceive: a structure used for passing information between MD and PortSync, as definedun

The MLME-TIMINGMSMT.indication primitive is received by a slave station'as the natural result of the
peer master station issuing the corresponding request primitive, and carries,the same parameters plus local
timestamp information.
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Table 12-3—Parameters of MLME-TIMINGMSMT.indication

Name Type Valid range Description

PeerMACAddress MACAddress N/A The address of the peer MAC entity from which
the Timing Measurement was initiated.

DialogToken Ulnteger8 1-255 The dialog token used to identify this Timing
Measurement.

FollowUpDialog- Ulnteger8 0-255 The dialog token of a Timing Measurement to

Token which the indication is a follow on.

T1 Ulnteger32 0-2732-1 Transmit timestamp ¢/ from the time measure=

ment indicated by the FollowUpDialog Token-

MaxT1Error Ulnteger8 0-255 Error of the timestamp in units of 10/ns¢

T4 Ulnteger32 0-2732-1 Receive timestamp #4 from the timeymeasurement
indicated by the FollowUpDialég Token.

MaxT4Error Ulnteger8 0-255 Error of the timestamp, inndinits of 10 ns.

T2 Ulnteger32 0—2732-1 Receive timestamp 2 captured from the current
time measurement:

MaxT2Error Ulnteger8 0-255 Error of the timestamp in units of 10 ns.

T3 Ulnteger32 0-2732-1 Trangmit fimestamp #3 captured from the current
tim¢ measurement.

MaxT3Error Ulnteger8 0-255 Error of the timestamp in units of 10 ns.

VendorSpecific N/A N/A A Vendor Specific information element contain-

ing various time-synchronization parameters
(including a full Follow Up message), as defined
in 12.5.

12.5 Format of VendorSpecific information element

The IEEE 802.11 MLME request and indication primitives for timing measurement support an ability to
carry data transparently between stations using the VendorSpecific information element. The Type field
within the VendorSpecific/Content identifies the type of information that follows the Type field. See
Figure 12-5 and Table 12-4.

| VendorSpecific Content |

Element ID |Length Oul Type=0
(Ulnteger8) | (Uinteger8) |(Ulnteger24) | (Ulnteger8)

FollowUpInformation

Figure 12-5—Format of VendorSpecific information element when Type = 0
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Table 12-4—Values of the Type field in the VendorSpecific information element

Value Description
0 The Type field is followed by FollowUp-
Information
1-255 Reserved

This mechanism is used to carry end-to-end link-independent timing information from the master port tothe
associated slave port, including preciseOriginTimestamp, rateRatio, correctionField, and other fields 6f the
Follow-Up message, as described in 12.4.1.4. For consistency, all of these fields are packed Gato the
FollowUplnformation field using exactly the same format as used for full-duplex point-to-point/links. In
other words, the master state machine communicates an entire Follow Up message (see 11:4.4) using this
mechanism. The Type field, illustrated in Figure 12-5, identifies this use of the ©OUI within the
VendorSpecific information element. Table 12-4 lists values for the Type field.

12.6 Synchronization message interval
12.6.1 General synchronization message interval specification

The mean time interval between successive synchronization megsages shall be as specified in 10.6.2.1,
10.6.2.3, and 12.6.2.

12.6.2 Synchronization message interval default value

The default value of initialLogSyncInterval (see 10.6.2.3) is 3. Every port supports the value 127; the port
does not send Sync messages when currentLogSynelnterval has this value (see 11.2.17). A port may support
other values, except for the reserved values —128through —125, inclusive, and 124 through 126, inclusive. A
port ignores requests (see 11.2.17) for unsupperted values.

Processing of the message interval request TLV carried in a Signaling message (see 10.5.4) shall be
supported, as specified by the LinkDelaySynclntervalSetting state machine of 11.2.17 (see Figure 11-10),
except that: the linkDelayInterval (which is not relevant to IEEE 802.11 ports) is set to —128 by the sender of
the Signaling message, the (linkDelayInterval is ignored by the receiver, and unsupported values of
timeSynclnterval are igngted by the receiver.

NOTE 1—A port thatrequests (using a Signaling message that contains a message interval request TLV, see 10.5.4 and
11.2.17) that the poft at'the other end of the attached link set its currentLogSynclnterval to a specific value can determine
if the request wias jhonored by examining the logMessagelnterval field of a FollowUplInformation contained in the
VendorSpecifie.information element of a subsequent MLME indication primitive.

NOTE2>-The time interval between every pair of adjacent timing measurements is not guaranteed to be precisely the
same. Some variation is expected, due to factors such as the MAC protocol (e.g., delay in accessing the medium and/or
pdcket retries) and the power state of the associated station. However, timestamp T1 is not captured when
PIMINGMSMT.request is invoked, but only after the action frame resulting from the request is actually transmitted.
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13. Media-dependent layer specification for interface to IEEE 802.3 Ethernet
passive optical network link

13.1 Overview

13.1.1 General

I'his clause specities the service interface primitives, state machines, and message formats that provide
accurate synchronized time across IEEE 802.3 Ethernet passive optical network (EPON) links, through the
use of the timing process and measurements specified in 64.2.1.1 and 64.3.2.4 of IEEE Std 802.3-2008;,and
77.2.1.1 and 76.1.2 of IEEE Std 802.3av-2009. For purposes of this clause, an EPON link is an ERON that
contains one optical line terminal (OLT) and associated optical network units (ONUs).

A time-aware system contains at most one ONU, but may contain more than one OLT (i-e.,la time-aware
system is a clock slave to at most one EPON link, but may be a clock master to more thafh/ofic EPON link).

13.1.2 Description of the EPON timing process

The timing process in EPON relies on the 32-bit counters (see 64.2.2.2 of IEEE, Std 802.3-2008 and 77.2.2.2
of IEEE Std 802.3av-2009) at both the OLT and the ONU. The 32-Bit counter used by EPON is the
LocalClock entity of the time-aware system. These counters increment.gvery time quantum, which is equal
to 16 ns (see 64.2.2.1 of IEEE Std 802.3-2008 and 77.2.2.1 of IEEE-Std 802.3av-2009). IEEE Std 802.3-
2008 and IEEE Std 802.3av-2009 define multipoint control protocel (MPCP), which is one of the protocols
that enables MAC clients to communicate over a point-to-multipoint optical network. When either the clock
master (OLT) or the clock slave (ONU) transmits an MPCP data unit (MPCPDU), its counter value is
mapped into the timestamp field. Clause 64 of IEEE Std\802.3-2008 and Clause 77 of IEEE Std 802.3av-
2009 specify the EPON timing mechanism.

13.1.3 Best master selection
13.1.3.1 General

An EPON link contains one OLT and the associated ONUs. The OLT is the clock master and the associated
ONUs are clock slaves. The OLT initiates the time synchronization as a requester. The ONUs are the
responders of the time synchromnization. This means that the invocation of BMCA results in the OLT having
the port role MasterPort and'the ONU having the port role SlavePort (see 10.3.1 and Table 10-1), regardless
of the attributes of time-aware systems downstream from the ONU. This behavior is achieved using the
acceptable master table feature defined in 17.6 of IEEE Std 1588-2008.

A time-aware~~system that contains an ONU port shall maintain a configured table, the
acceptableMasterTable, and a per-port Boolean variable acceptableMasterTableEnabled. The data type of
acceptabléeMasterTable is AcceptableMasterTable (see 13.1.3.2).

18.1.3.2 AcceptableMasterTable

The AcceprabieMaster Tabic Ty pe TepIeseIns @ tabic of Acceprapic ViasteT eITiTs.

struct AcceptableMasterTable {
Ulnteger16 maxTableSize;
Ulnteger16 actualTableSize;
AcceptableMaster[actual TableSize] acceptableMaster;
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The maxTableSize member is the maximum size of the AcceptableMasterTable. The
actualTableSizeMember is the actual size of the AcceptableMasterTable. The AcceptableMaster array
contains a list of AcceptableMaster ports. The value of maxTableSize is implementation specific.
actualTableSize shall be less than or equal to maxTableSize.

An AcceptableMasterTable is configurable and may contain a number of AcceptableMaster entries up to
maxTableSize.

13.1.3.3 AcceptableMaster

The AcceptableMaster type represents a port that can be considered, in the execution of the BMCAgsas’a
candidate for master.

struct AcceptableMaster {
Portldentity acceptablePortldentity;
Ulnteger8 alternatePriority;

}

The acceptablePortldentity member is the Portldentity of an acceptable mastef\port. The alternatePriority1
member contains an alternate value for the priorityl attribute of the acceptable'master port (see 13.1.3.4).

13.1.3.4 Acceptable master table feature
The acceptable master table feature shall modify the operation of th¢ BMCA (see 10.3) as follows:

a) If acceptableMasterTableEnabled for a port is FALSE, the BMCA operates as described in 10.3 and
its subclauses.
b) If acceptableMasterTableEnabled for a port i$ TRUE, then:
1) The function qualifyAnnounce() of the/PortAnnounceReceive state machine (see 10.3.10.2.1)
is replaced by the following:

qualifyAnnounce (rcvdAnnouncePtr): qualifies the received Announce message pointed to
by revdAnnouncePtr as follows:

i) if the Announce® message was sent by the current time-aware system, i.e., if
sourcePortldentity.clockldentity (see 10.5.2.2.8 and 8.5.2) is equal to thisClock (see
10.2.3.22);'the Announce message is not qualified and FALSE is returned;

ii) if therstepsRemoved field is greater than or equal to 255, the Announce message is not
qualified and FALSE is returned;

iii) (if\the sourcePortldentity of the Announce message is not equal to the sourcePortldentity
of one of the entries of the acceptableMasterTable, FALSE is returned;

iv) if a path trace TLV is present and one of the elements of the pathSequence array field of
the path trace TLV is equal to thisClock (i.e., the clockldentity of the current time-aware
system, see 10.2.3.22), the Announce message is not qualified and FALSE is returned;
otherwise, the Announce message is qualified and TRUE is returned. If a path trace
TLV is present and the portRole of the port is SlavePort, the pathSequence array field of
the TLV is copied to the global array pathTrace, and thisClock is appended to pathTrace

(-e—is-addedtothe-end-ofthearrasy)
T A

2) If the alternatePriority] member of the AcceptableMaster array element that corresponds to the
sourcePortldentity of a received Announce message is 0, the alternatePriorityl member has no
effect on the operation of BMCA.

3) Ifthe alternatePriority ] member of the AcceptableMaster array element that corresponds to the
sourcePortldentity of a received Announce message is greater than 0, the value of the
grandmasterPriorityl field of the Announce message is replaced by the wvalue of
alternatePriority1 of this AcceptableMaster array element for use in the invocation of BMCA.
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13.1.3.5 Default configuration of acceptable master table feature

The default configuration of the acceptable master table feature for a time-aware system that is attached to
an IEEE 802.3 EPON link shall be as follows:

a) If the time-aware system does not contain an ONU port, the default acceptableMasterTable is empty,
i.e., the member actualTableSize is 0 and there are no AcceptableMaster array entries. The variable
acceptableMasterTableEnabled for each port is set to FALSE.

b) If the time-aware system contains an ONU port, the default acceptableMasterTable contains one
element in the AcceptableMaster array. The member actualTableSize is 1. The
acceptablePortldentity of that element is set equal to the portldentity of the OLT port that the ONU
port is attached to, and alternatePriorityl set equal to 244. The (varidble
acceptableMasterTableEnabled for each port is set to TRUE.

NOTE—These default settings ensure that, with the default priority1 values of 8.6.2.1, Table 8-2, used-forall time-aware
systems, the time-aware system that contains the ONU port will consider Announce messages only~from the OLT that
the ONU port is attached to when invoking the BMCA. The alternatePriority1 value of 244 ensures)that the OLT will be
considered better than the ONU in the sense of the BMCA, which will cause the OLT port,rol¢ to be set to MasterPort
and the ONU port role to be set to SlavePort. All other ports of this time-aware system ‘that are not disabled and for
which asCapable is TRUE will have port roles of either MasterPort or PassiveRort,/If all time-aware systems
downstream from the ONU have priority1 greater than 244, then the port at the other end of each link attached to each
non-ONU port that is not disabled and for which asCapable is TRUE will have pgrt roles of either SlavePort or Passive
port; in this case, the downstream network portions will get their timing through\th¢ EPON. However, if a downstream
time-aware system has priority1 less than 244, or priorityl equal to 244 and(is better than the grandmaster information
contained in the Announce message received by the ONU based on other atthibutes, then the portion of the network that
is downstream of the ONU and includes that better time-aware systenicwill get its timing from that better downstream
time-aware system. In this case, the endpoints of the link of that netwrk portion attached to the time-aware system that
contains the ONU will both have port roles of MasterPort, and the ports at each end of the link will send Announce
messages. However, the Announce messages sent by the dowhstream time-aware system will be ignored by the time-
aware system that contains the ONU because the sourcePortldentity of those Announce messages will not be contained
in the acceptableMasterTable. The Announce messages seit by the time-aware system that contains the ONU will be
used in the invocation of the BMCA at the downstream 'node; however, those Announce messages will not reflect the
best master because one of the downstream time-awdrg systems is better.

13.1.4 Time synchronization in EPON

Transmission in the EPON downstream direction (from OLT to ONUs) utilizes time division multiplexing
(TDM). In the upstream direction (ftom ONUs to OLT), time division multiple access (TDMA) is employed.
Due to the frame queuing ¢inx TDMA, the downstream delay is different from the upstream delay.
Asymmetric delay also oCciirs in the EPON physical layer due to upstream and downstream transmission
using different wavelengths. The index of refraction is frequency dependent, which results in the upstream
and downstream delays being asymmetric. The accurate time synchronization across the EPON links is
operated as follots) It is assumed that the clock master (the OLT) has an accurate synchronized time. The
clock master informs the clock slave (the ONU) what the accurate synchronized time will be when the
counter of ‘the clock slave reaches a certain value. The information transfer can be accomplished using the
organization-specific slow protocol (OSSP) message (see Clause 57 of IEEE Std 802.3-2008).
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Figure 13-1—IEEE 802.3 EPON time-synchronization intetfaces

The following reference process, illustrated schematically in Figure 13-1, wilkresalt in the clock slave of an
ONU being synchronized to the clock master of the OLT:

a)  The clock master selects a value X of the local MPCP counter that is used as the timing reference.
Any value may be chosen, provided it is relative to the cutrént epoch of the MPCP counter.
b)  The clock master calculates the 7oDy ; based on ToDy ,bsing Equation (13-1).

ndown .
= U0 L.\ S 13-1
ToDX, ; ToDX’ 0 + RTTl (mup €pdetn) rateRatio ( )

where ToDy; is the synchronized time wheil the MPCP counter at the clock slave i reaches a value
equal to the timestamp X minus thesgnirLatencyFactor; ToDy, is the synchronized time when the
MPCP counter at the clock master reaches a value equal to the timestamp X plus the
oltLatencyFactor; RTT, is the, round-trip time measured by the clock master for clock slave 7, i.e.,
ONU i; nup is the effective refraction index of the light propagating in the upstream channel; ndown
is the effective refractionifidex of the light propagating in the downstream channel; and rateRatio is
the rateRatio member ‘of.the most recently received MDSyncSend structure. The onuLatencyFactor
and oltLatencyFactdr:are given in Equation (13-2) and Equation (13-3), respectively. The impact of
the worst-case variation in the transmission wavelength for the clock master and clock slave
transmitters i§.examined in VII of ITU-T G.984.3, Amendment 2.

onulLatencyFactor = onulngressLatency — ndown (13-2)

(onulngressLatency + onuEgressLatency) - m - rateRatio

olirdrencyrdcior = OlILZgreSSLdierncy — ndown (13 3)

(oltingressLatency + oltEgressLatency) - m - rateRatio
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¢) The clock master sends the pair of values (X, ToDy;) to clock slave i via the downstream
TIMESYNC message.

NOTE—After the clock slave receives the downstream TIMESYNC message, it can compute the synchronized time,
ToD, when the value of the local MPCP counter is equal to S; 7oD is given by the following equation:

ToD = ToDX i+ [(S—X) mod (232)](16 ns) - rateRatio

Where (A) mod (B 15 A moduio B-
The OSSP message is a general message (see 3.8), analogous to Follow Up. Note that the precedinhg
synchronized time values correspond to timestamps that are referenced to the MAC control sublayer: Both
the clock master and clock slave are responsible for compensating their processing delays«(€.g., the
ingressLatency and egressLatency, as described in 8.4.3). RTT; is measured using MPCPDU ftimestamps,

inserted into the frame structure as specified by 64.2.1.1 of IEEE Std 802.3-2008 and; 77.2.1.1 of
IEEE Std 802.3av-2009.

13.2 Message attributes
13.2.1 Message class

The TIMESYNC message is a general message (see 3.8 and 8.4.2.2)\lt is transmitted in the downstream
direction, from OLT to ONU.

13.3 Message format
13.3.1 TIMESYNC message
13.3.1.1 General TIMESYNC message specifications

The fields of the body of the TIMESYNG-message shall be as specified in Table 13-1 and 13.3.1.2 and its
subclauses.

13.3.1.2 TIMESYNC messageé- field specifications

13.3.1.2.1 Destination‘address (Octet6)

The destination addgess field is equal to 0x0180C2000002 (see 57A.3 of IEEE Std 802.3-2008).
13.3.1.2.2 Source address (Octet6)

The source address field is the individual MAC address associated with the port through which the
TIMESYNC message is transmitted (see 57B.1.1 of IEEE Std 802.3-2008).

13.3.1.2.3 Length/Type (Octet2)

The value of this field is equal to 0x8809 (see 57A.4 of IEEE Std 802.3-2008).
13.3.1.2.4 Subtype (Octet)

The value of this field is equal to 0x0A (see 57A.4 of IEEE Std 802.3-2008).
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Table 13-1—TIMESYNC message fields

Bits Octets  Offset
8 7 6 5 4 3 2 1
Destination Address 6
Source Address 6
Length/Type 2 12
Subtype 1 14
Organizationally Unique Identifier 3 15
Message Identifier 2 18
X 4 20
ToDy; 10 24
sourcePortldentity 10 34
logMessagelnterval 1 44
rateRatio 8 45
gmTimeBaselndicator 2 53
lastGmPhaseChange 12 55
scaledLastGmFreqChange 4 67
FCS 4 71

13.3.1.2.5 Organizationally Unique Identifier (Octet3)

This field contains the Organizationally Unique Identifier-(@UTI) to identify the Organization-Specific Data.
The OUI assigned to IEEE 802.1 is 0x0080C2.

13.3.1.2.6 Message identifier (Octet2)

This field is the TIMESYNC message identifier. The value of this field is 1.

13.3.1.2.7 X (UInteger32)

The X field is the selected timestamp that will be used as the timing reference as specified in 13.1.4.

13.3.1.2.8 ToDy ; (Timgstamp)

ToDy is the synchrenized time when the MPCP counter at the clock slave i reaches a value equal to X minus
the onuLatencyFdctor (see 13.1.4). X is carried in the respective TIMESYNC message. Synchronization of
the MPCP clock is described in detail in 64.2.1.1 in IEEE Std 802.3-2008 for 1G-EPON and in 77.2.1.1 in
IEEE Std 802.3av-2009 for 10G-EPON.

NOTE=-Any subnanosecond portion of synchronized time (in this case, time of day), normally transported in a
cotrection field (see 10.2.2.1.2, 10.2.2.2.2, and 10.2.2.3.4), is not transported over EPON.

T3.3.1.2.9 sourcePortldentity (Portldentity)

This field is specified as the sourcePortldentity member of the MDSyncSend structure most recently
received from the PortSync entity of the OLT (see 10.2.2.1.3).
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13.3.1.2.10 logMessagelnterval (Integer8)

This field is specified as the logMessagelnterval member of the MDSyncSend structure most recently
received from the PortSync entity of the OLT (see 10.2.2.1.4). It is the value of the currentLogSyncInterval
for this port (see 10.6.2.3).

13.3.1.2.11 rateRatio (Double)

This tield 1s specitfied as the rateRatio member of the MDSyncSend structure most recently received from
the PortSync entity of the OLT (see 10.2.2.1.7).

13.3.1.2.12 gmTimeBaselndicator (Ulnteger16)

This field is specified as the gmTimeBaselndicator member of the MDSyncSend structure most recently
received from the PortSync entity of the OLT (see 10.2.2.1.8).

13.3.1.2.13 lastGmPhaseChange (ScaledNs)

This field is specified as the lastGmPhaseChange member of the MDSyncSerid structure most recently
received from the PortSync entity of the OLT (see 10.2.2.1.9).

13.3.1.2.14 scaledLastGmFreqChange (Integer32)

The value of scaledLastGmFreqChange is the fractional frequency offset of the current grandmaster relative
to the previous grandmaster, at the time that the current grandmaster became grandmaster, or relative to
itself prior to the last change in gmTimeBaselndicator, multiplied by 24! and truncated to the next smaller
signed integer. The value is obtained by multiplying th® lastGmFreqChange member of MDSyncSend (see
10.2.2.1) whose receipt causes the MD entity to send:the¢ TIMESYNC message by 241 and truncating to the

next smaller signed integer.

NOTE—The above scaling allows the representation of fractional frequency offsets in the range [7(2’10 — 24”), 2710
27*11, with granularity of 27 This range is approximately [-9.766 X 1074,9.766 x 1074.

13.3.1.2.15 FCS (Octet4)

This field is the Frame Check-Sequence (see 57B.1.1 of IEEE 802.3-2008).

13.4 Determination.of asCapable

The default valae of the per-port global variable asCapable shall be set to TRUE.

13.5 Layering for IEEE 802.3 EPON links

The MD entity is media-dependent and is responsible for translating the media-independent layer to media-
dependent PDUs or primitives as necessary for communicating synchronized time over the EPON link from

t‘llC OLT tU a billg‘lc O}VTU T‘llib illll)‘licb t‘uat ifUllC OLT PUlt ib abbUbiath Wlﬁl ulu}tiplc O}VTUD, lt Wll‘l chuilc
one IEEE 802.1AS PortSync entity and one MD entity per associated ONU. The OSSPDU primitives are
used to communicate synchronized time information. Figure 13-2 illustrates how the MD entity interacts
with the OSSP sublayer.
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PortSyncSync (Clause 10)
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Figure 13-2—IEEE<02.3 EPON interface model

13.6 Service interface definitions

13.6.1 OSSPDU.request

13.6.1.1 General

This service interfage\ primitive is generated periodically by the MD entity of the clock master every sync
interval (see 10.6.2.1). It triggers transmission of a TIMESYNC message from the clock master to the clock
slave. The values/of the parameters of the primitive are sent to the clock slave via the TIMESYNC message.

13.6.1.2.0SSPDU.request parameters

OSSPDU.request {
X

Foby;

sourcePortldentity
logMessagelnterval
rateRatio
gmTimeBaselndicator
lastGmPhaseChange
scaledLastGmFreqChange
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The parameter definitions are as follows:

13.6.1.3 X (Integer32)

The X field is the selected timestamp that will be used as the timing reference as specified in 13.1.4.

13.6.1.4 ToDy ; (Timestamp)

ToDy ; is the synchronized time when the MPCP counter at the clock slave 7 reaches a value equal to X' minus
the onuLatencyFactor (see 13.1.4). X is carried in the respective TIMESYNC message. Synchronization of.
the MPCP clock is described in detail in 64.2.1.1 in IEEE Std 802.3-2008 for 1G-EPON and in 77.2.1)in
IEEE Std 802.3av-2009 for 10G-EPON.

13.6.1.5 sourcePortldentity (Portldentity)

This parameter identifies the sourcePortldentity value for this port (see 13.3.1.2.9).

13.6.1.5.1 logMessagelnterval (Integer8)

This parameter identifies the currentLogSyncInterval value for this port (se¢13.3.1.2.10).

13.6.1.5.2 rateRatio (Double)

This parameter identifies the rateRatio value for this port (see 13.3.2.11).

13.6.1.5.3 gmTimeBaselndicator (Ulnteger16)

This parameter identifies the gmTimeBaselIndicator value for this port (see 13.3.1.2.12).

13.6.1.5.4 lastGmPhaseChange (ScaledNs)

This parameter identifies the lastGmPhaseChange value for this port (see 13.3.1.2.13).

13.6.1.5.5 scaledLastGmFregC€hange (Integer32)

This parameter identifies the §caledLastGmFreqChange value for this port (see 13.3.1.2.14).

13.6.1.6 When generated

urrentLogSyncInterval

This primitive is~generated by the clock master every 2° seconds when it is in the

MASTER state;-as the first phase of synchronized time information transfer.
13.6.1.7 Effect of receipt

Upon receipt of this primitive, a TIMESYNC message is enqueued for transmission.

NOTE—Arrival of the TIMESYNC message at the ONU atter the selected time X does not impede proper operation of
the synchronization mechanism defined in this clause.
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13.6.2 OSSPDU.indication
13.6.2.1 General

This service interface primitive is generated on receipt of a TIMESYNC message by the responder, and
provides the values contained in the corresponding OSSPDU.request primitive to the clock slave.

13.6.2.2 OSSPDU.indication parameters

OSSPDU.indication {
X
ToDy
sourcePortldentity
logMessagelnterval
rateRatio
gmTimeBaselndicator
lastGmPhaseChange
scaledLastGmFreqChange

}

The parameters of the OSSPDU.indication are set equal to the correspéonding fields of the most recently
received TIMESYNC message. Their definitions are given in 13.6.1.3-through 13.6.1.5.5, respectively.

13.6.2.3 When generated

This primitive is generated by the receipt of a TIMESYN&fnessage during the phase of synchronized time
information transfer.

13.6.2.4 Effect of receipt

Upon receipt, the OSSPDU.indication parameters are used by the MD entity to compute the parameters of
the MDSyncReceive structure that will pe-transmitted to the PortSync entity of this port.

13.7 MD entity global variables

13.7.1 RTT;: is used only/bysthe OLT MD entity. R77; is the RTT between the clock master and clock slave.
The data type for R7T; is Ulnteger32.

NOTE—RTT is nieasured and updated by the MPCP using the mechanism specified in IEEE Std 802.3-2008 and
IEEE Std 802.3av-2009, and stored in R7T7; when measured and updated. R77; is not used by the ONU, and is set to
zero in an ONU.MD entity.

13.8\State machines

13.8.1 Requester state machine

13.8.1.1 Function

This state machine generates and consumes primitives, at the requester, used to provide accurate
synchronized time across EPON links to the responder.

154 Copyright © 2011 IEEE. All rights reserved.


https://iecnorm.com/api/?name=ea2d0c1e30b8bffe01e7cce011b2b8f3

ISO/IEC/IEEE 8802-1AS:2014(E)

IEEE
TIMING AND SYNCHRONIZATION FOR TIME-SENSITIVE APPLICATIONS IN BRIDGED LANS Std 802.1AS-2011

13.8.1.2 State machine variables
The following variables are used in the state diagram of 13.8.1.4:

13.8.1.2.1 ndown: the effective index of the light propagating in the downstream channel. The data type for
ndown is Double.

13.8.1.2.2 nup: the effective index of the light propagating in the upstream channel. The data type for

ndown 1s Double.

13.8.1.2.3 revdMDSync:a Boolean variable that notifies the current state machine when an MDSyneSend
structure is received. This variable is reset by the current state machine.

13.8.1.2.4 rcvdMDSyncPtr: a pointer to the received MDSyncSend structure.
13.8.1.2.5 registered: a Boolean variable that indicates an ONU has registered to EPON,

13.8.1.2.6 ToDy;: the synchronized time when the MPCP counter at the clock slaye #reaches a value equal
to X (see 13.8.1.2.7) minus the onuLatencyFactor (see 13.1.4). The data type foxZoDy ; is Timestamp.

13.8.1.2.7 ToDy ,: the synchronized time when the MPCP counter at the Clock master reaches a value equal
to X (see 13.8.1.2.7) plus the oltLatencyFactor (see 13.1.4). The data type*for ToDy , is Timestamp.

13.8.1.2.8 X: the value of the timestamp [see 13.1.4a)] that is seleeted as the reference time. The data type
for X is Ulnteger32.

13.8.1.3 State machine functions

The following function is used in the state diagram“of 13.8.1.4:

13.8.1.3.1 setToDXo(): computes the state midehine variable 70Dy, (see 13.8.1.2.7) as the sum of:
a)  The preciseOriginTimestamp meniber of the most recently received MDSyncSend structure,

b)  The followUpCorrectionField\ofthe most recently received MDSyncSend structure, and
¢) The quantity

rateRatio (X x (16 ns) — upstreamTxTime) (13-4)

where rateRatio and upstreamTxTime are the rateRatio and upstreamTxTime members, respectively,
of the mosttecently received MDSyncSend structure, and X is defined in 13.8.1.2.8 (see 13.8.1.2.7).

13.8.1.4 State-diagram

The requéster state machine shall implement the function specified by the state diagram in Figure 13-3, the
localvariables specified in 13.8.1.2, the service interface primitives specified in 13.6, the structure specified
in 10.2.2.1, the message specified in 13.3, and the relevant global variables specified in 10.2.4 and 13.7. The
§tate machine receives an MDSyncSend structure from the PortSyncSyncSend state machine of the

POTTSyNC entity of this port and transmits an USSPDU.Tequest primitive 1o cause a TIMES Y NC message to
be sent to the responder (ONU).
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BEGIN || (revdMDSync && (!registered || !portEnabled || !pttPortEnabled || lasCapable))

v

INIT

revdMDSync = FALSE;

pttPortEnabled && asCapable &&

| registered && portEnabled &&
# rcevdMDSync

SEND_REQUEST

revdMDSync = FALSE;
ToDy, = setToDXo();
ToD,;=ToD,, + RTT; * (rcvdMDSyncptr->rateRatio) *
(ndown/(ndown-+nup));
MA_CONTROL.request (X, ToD);

revdMDSync && portEnabled && pttPortEnabled &&
asCapable && registered

Figure 13-3—State machine for IEEE 802:3)EPON requester
13.8.2 Responder state machine
13.8.2.1 Function

This state machine responds to EPON-specific primitives generated by receipt of a TIMESYNC message
from the requester.

13.8.2.2 State machine variables
The following variables are usedsif.the state diagram of 13.8.1.4:

13.8.2.2.1 revdOSSPDUind:"a Boolean variable that notifies the responder state machine when a
TIMESYNC message is reeeived and the OSSPDU.indication primitive is generated.

13.8.2.2.2 txMDSyncReceivePtr: a pointer to a structure whose members contain the values of the
parameters of &n MDSyncReceive structure to be transmitted.

13.8.2.23x¢vdOSSPDUptr: a pointer to a structure whose members contain the values of the parameters of
the OSSPDU.indication primitive whose receipt is indicated by rcvdOSSPDUind (see 13.8.2.2.1).

13:8.2.3 State machine functions

The following functions are used in the state diagram of 13.8.2.4:

13.8.2.3.1 setMDSyncReceive(): creates an MDSyncReceive structure (see 10.2.2.2) using members of the
structure pointed to by rcvdOSSPDUptr (see 13.8.2.2.3), and returns a pointer to this structure. The
members of this structure are set as follows:

a) followUpCorrectionField is set equal to 0,
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b) sourcePortldentity is set equal to an 8-byte clockldentity plus a 2-byte portNumber. The 8-byte
clockldentity is generated by mapping the 6 byte Source Address (see 13.3.1.2.2) of the most
recently received TIMESYNC message, which is an EUI-48, to an EUI-64 format (see 8.5.2.2.1).
The 2-byte portNumber is set equal to 1,

c) logMessagelnterval is set equal to the logMessagelnterval of the most recently received
TIMESYNC message (see 13.3.1.2.10),

d)  preciseOriginTimestamp is set equal to the ToDy; field of the most recently received TIMESYNC
message (see 13.3.1.2.8),

e) rateRatio 1s set to the rateRatio of the most recently received TIMESYNC message (see
13.3.1.2.11),

f)  upstreamTxTime is set equal to X multiplied by 16 ns, where X is the value of the X field of themost
recently received TIMESYNC message (see 13.3.1.2.7),

g) gmTimeBaselndicator is set equal to the gmTimeBaselndicator of the most recentlyr&Ceived
TIMESYNC message (see 13.3.1.2.12),

h) lastGmPhaseChange is set equal to the lastGmPhaseChange of the most neeently received
TIMESYNC message (see 13.3.1.2.13), and

i)  lastGmFreqChange is set equal to the scaledLastGmFreqChange of the most recently received
TIMESYNC message (see 13.3.1.2.14), divided by 2%!.

13.8.2.3.2 txMDSyncReceive (txMDSyncReceivePtr): transmits an MPSyncReceive structure to the
PortSyncSyncReceive state machine of the PortSync entity of this port.

13.8.2.4 State diagram

The responder state machine shall implement the function spedified by the state diagram in Figure 13-4, the
local variables specified in 13.8.2.2, the functions specifiéd in 13.8.2.3, the service interface primitives
specified in 13.6, the structure specified in 10.2.2.2, th® message specified in 13.3, and the relevant global
variables specified in 10.2.4 and 13.7. The state thachine receives an OSSPDU.indication primitive in
response to its having received a TIMESYNC< message from the requester (OLT), and transmits an
MDSyncReceive structure to the PortSync entity’ of this port.

BEGIN || (rcvdMDSyne && (!registered || !portEnabled || !pttPortEnabled || lasCapable))

v

INIT

rcvdOSSPDUind = FALSE;

pttPortEnabled && asCapable &&

I registered && portEnabled &&
l revdOSSPDUind

WAIT FOR_TIMESYNC

txMDSyncReceivePtr = setMDSyncReceive ();
txMDSyncReceive (txMDSyncReceivePtr);
rcvdOSSPDUind = FALSE;

rcvdOSSPDUind && portEnabled &&
pttPortEnabled && asCapable && registered

Figure 13-4—State machine for IEEE 802.3 EPON responder
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13.9 Message transmission intervals
13.9.1 General interval specification.

The mean time interval between successive TIMESYNC messages shall be as specified in 10.6.2.1, 10.6.2.3,
and 13.9.2.

13.9.2 TIMESYNC message transmission interval default value

The default value of initialLogSynclnterval (see 10.6.2.4) is —3. Every port supports the value 127; the pott
does not send TIMESYNC messages when currentLogSynclInterval has this value. A port may support©ther
values, except for the reserved values —128 through —125, inclusive, and 124 through 126, inclusive

Processing of the message interval request TLV carried in a Signaling message (see 10.5.4) shall be
supported, as specified by the LinkDelaySynclntervalSetting state machine of 11.2.17 (s¢e\Figure 11-10),
except that: the LinkDelaylInterval (which is not relevant to IEEE 802.3 EPON ports)-is(Set to 128 by the
sender of the Signaling message, the LinkDelayInterval is ignored by the receiver, and unsupported values
of timeSynclInterval are ignored by the receiver.
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14. Timing and synchronization management

14.1 General

This clause defines the set of managed objects, and their functionality, that allow administrative
configuration of clock parameters and timing and synchronization protocols.

T objects tat TOmprise HiS TaageeTt TCSOUTTE are as {01 10wWs:

a)  The Default Parameter Data Set (Table 14-1), which represents the native capabilities of a tiine-
aware system, a Bridge or an end station;

b) The Current Parameter Data Set (Table 14-2), which represents the position of a local system and
other information, relative to the grandmaster;

c) The Parent Parameter Data Set (Table 14-3), which represents capabilities of the up*stream system,
toward the grandmaster, as measured at a local system;

d) The Time Properties Parameter Data Set (Table 14-4), which represents(capabilities of the
grandmaster, as measured at a local system;

e) The Port Parameter Data Set (Table 14-6), which represents time-aware”capabilities at a given
Bridge or end station port;

f)  The Port Parameter Statistics (Table 14-8), which represent statisties’and counters associated with
time-aware capabilities at a given Bridge or end station port; and

g) The Acceptable Master Table Parameter Data Set (Table~14-8), which represents the acceptable
master table used when an EPON port is present in a time*aware system.

NOTE—The Port Parameter Data Set and the Port Parameter Statistics correspond to a logical port; a Bridge or end
station physical port may contain one or more logical ports.(se¢ 8.5.1). For example, a bridge physical port can be
connected to a full-duplex, point-to-point link that contains on¢ logical port. As another example, a bridge physical port
can be connected to a CSN link that contains more than oneNogical port.

14.2 Default Parameter Data Set

The Default Parameter Data Set represents the native capabilities of a time-aware system, a Bridge, or an
end station.

14.2.1 clockldentity

The value is the clocklderitity, see 8.5.2.2, of the local clock.

14.2.2 numberPorts

The value is.thé number of ports of the time-aware system, see 8.6.2.8. For an end station the value is 1.
14.2:3.clockClass

The value is the clockClass of the time-aware system, which implements the clockClass specifications of
620

14.2.4 clockAccuracy

The value is the clockAccuracy of the time-aware system, which implements the clockAccuracy
specifications of 8.6.2.3.
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14.2.5 offsetScaledLogVariance

The value is the offsetScaledLogVariance of the time-aware system, which implements the
offsetScaledLogVariance specifications of 8.6.2.4.

14.2.6 priority1

The value is the priorityl attribute of the time-aware system, see 8.6.2.1.

14.2.7 priority2
The value is the priority2 attribute of the time-aware system, see 8.6.2.5.
14.2.8 gmCapable

The value is TRUE if the time-aware system is capable of being a grandmaster, and-FALSE if the time-
aware system is not capable of being a grandmaster.

14.2.9 currentUtcOffset

The value is the offset between TAI and UTC, relative to the ClockMastérentity of this time-aware system.
It is equal to the global variable sysCurrentUtcOffset (see 10.3.8.16).Fhe'value is in units of seconds.

The default value is selected as follows:
a) The value is the value obtained from a primary~réference if the value is known at the time of
initialization, else
b) The value is the current number of leap secoiids, see 8.2.3, when the time-aware system is designed.

14.2.10 currentUtcOffsetValid

The value is TRUE if the currentUtcOffsét; relative to the ClockMaster entity of this time-aware system, is
known to be correct. It is equal to the global variable sysCurrentUtcOffsetValid (see 10.3.8.13).

The default value is TRUE if thevvalue of currentUtcOffset is known to be correct, otherwise it is set to
FALSE.

14.2.11 leap59

A TRUE value-indicates that the last minute of the current UTC day, relative to the ClockMaster entity of
this time-aware'system, will contain 59 s. It is equal to the global variable sysLeap59 (see 10.3.8.12).

The valuéus selected as follows:

a) = The value is obtained from a primary reference if known at the time of initialization, else
b)  The value is set to FALSE.

14.2.12 leap61

A TRUE value indicates that the last minute of the current UTC day, relative to the ClockMaster entity of
this time-aware system, will contain 61 s. It is equal to the global variable sysLeap59 (see 10.3.8.11).

The value is selected as follows:
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a)  The value is obtained from a primary reference if known at the time of initialization, else
b)  The value is set to FALSE.

14.2.13 timeTraceable
The value is set to TRUE if the timescale and the value of currentUtcOffset, relative to the ClockMaster

entity of this time-aware system, are traceable to a primary reference standard; otherwise the value is set to
FALSE. It is equal to the global variable sysTimeTraceable (see 10.3.8.14).

The value is selected as follows:
a) Ifthe time and the value of currentUtcOffset are traceable to a primary reference standard atthe time
of initialization, the value is set to TRUE, else
b)  The value is set to FALSE.
14.2.14 frequencyTraceable
The value is set to TRUE if the frequency determining the timescale of the ClockMaster Entity of this time-
aware system is traceable to a primary standard; otherwise the value is set to FALSSE. It is equal to the global
variable sysFrequencyTraceable (see 10.3.8.15).
The value is selected as follows:
a) If the frequency is traceable to a primary reference standard at the time of initialization the value is
set to TRUE, else
b)  The value is set to FALSE.
14.2.15 timeSource
The value is the source of time used by the graridmaster clock (see 8.6.2.7).

14.2.16 Default Parameter Data Set-Table

There is one Default Parameter Table per time-aware system, as detailed in Table 14-1.

14.3 Current ParameterData Set

The Current Paramgter, Data Set represents the position of a local system and other information, relative to
the grandmaster.

14.3.1 stepsRemoved

The value is the number of gPTP communication paths traversed between the local clock and the
grandmaster clock, as specified in 10.3.3.

The default value is Q

NOTE—For example, stepsRemoved for a slave clock on the same PTP communication path as the grandmaster clock
will have a value of 1, indicating that a single path was traversed.
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Table 14-1—Default Parameter Data Set Table

Name Data type Op eratlon: Conformance References
supported
clockldentity Clockldentity R T 14.2.1
numberPorts Integer8 R T 14.2.2
clockClass Enumeration8 R T 14.2.3
IEEE Std 1588-2008,
7.6.2.4
clockAccuracy Enumeration8 R T 14.2.4
IEEE Std 1588-2008;
7.6.2.5
offsetScaledLogVari- Integer16 R T 14.2.5
ance
priorityl Ulnteger8 RW T 14.2.6
priority2 Ulnteger8 RW T 14.2.9
gmCapable Boolean R T 14.2:8
currentUtcOffset Integer16 RW T 14°2.9
currentUtcOffsetValid Boolean RW T 14.2.10
leap59 Boolean RW T 14.2.11
leap61 Boolean RW T 14.2.12
timeTraceable Boolean R T 14.2.13
frequencyTraceable Boolean R T. 14.2.14
timeSource Enumeration8 R T 14.2.15 and Table 8-3

R = Read only access; RW = Read/write access.
b= Required for time-aware port.

14.3.2 offsetFromMaster

The value is an implementation-specific representation of the current value of the time difference between a
slave and the grandmaster, as computed bythe slave, and as specified in 10.2.9. It is recommended that the
data type be scaledNs. The default valuglis implementation specific.

14.3.3 lastGmPhaseChange

The value (see 10.2.3.16)1s the phase change that occurred on the most recent change in either grandmaster
or gmTimeBaselndicator (see 9.2.2.2).

14.3.4 lastGmFreqChange

The valugS(see 10.2.3.17) is the frequency change that occurred on the most recent change in either
grandmagstet or gmTimeBaselndicator (see 9.2.2.2).

14.3:5 gmTimebaselndicator

1 1 el 1 Lt n T 1 + £el " 1 " FaWa Wa Wa 10 a0
TIIC Valut 15 LT Valut UL UHHTICD ASUIITUILALUT U1 UIC CULTTIIL STAlIUIASIC (SCU 7. L. L. 4 dllU 7. U. 2.2 7).

14.3.6 gmChangeCount

This statistics counter tracks the number of times the grandmaster has changed in a gPTP domain. This
counter  increments when the  PortAnnouncelnformation  state  machine  enters  the
SUPERIOR_MASTER PORT state or the INFERIOR_MASTER _OR_OTHER_PORT state (see 10.3.11
and Figure 10-13).
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14.3.7 timeOfLastGmChangeEvent

This timestamp denotes the system time when the most recent grandmaster change occurred in a gPTP
domain. This timestamp is updated when the PortAnnouncelnformation state machine enters the
SUPERIOR MASTER PORT state or the INFERIOR_ MASTER OR OTHER PORT state (see 10.3.11
and Figure 10-13).

14.3.8 timeOfLastGmPhaseChangeEvent

This timestamp denotes the system time when the most recent change in grandmaster phase occurred, due to
a change of either the grandmaster or the grandmaster time base. This timestamp is updated when one of'the
following occurs:

a) The PortAnnouncelnformation state machine enters the SUPERIOR_MASTER PORT state or the
INFERIOR_MASTER OR _OTHER PORT state (see 10.3.11 and Figure 10-13), or

b) The gmTimebaselndicator managed object (see 14.3.5) changes and the lastGmiPhaseChange field
of the most recently received Follow _Up information TLV is nonzero.

14.3.9 timeOfLastGmFreqChangeEvent

This timestamp denotes the system time when the most recent change ifgrandmaster frequency occurred,
due to a change of either the grandmaster or the grandmaster time base=This timestamp is updated when one
of the following occurs:

a)  The PortAnnouncelnformation state machine enters tie)SSUPERIOR_MASTER PORT state or the
INFERIOR_ MASTER OR_OTHER PORT state<(s€e 10.3.11 and Figure 10-13), or

b) The gmTimebaselndicator managed object (se¢ 143.5) changes and the lastGmFreqChange field of
the most recently received Follow Up information TLV is nonzero.

14.3.10 Current Parameter Data Set Tablée

There is one Current Parameter Data Set-Table per time-aware system, as detailed in Table 14-2.

Table*14-2—Current Parameter Data Set Table

Operations b
Name Data type supported® Conformance References
stepsRemoved Integer16 R T 14.3.1
offsetFromMaster: ScaledNs R T 14.3.2
(recommended)

lastGmPhaseChange ScaledNs R T 14.3.3
lastGmFreqChange Double R T 14.3.4
gmTimebaselndicator Ulnteger16 R T 14.3.5
gmChangeCount Ulnteger32 R T 14.3.6
timeOfLastGmChan- Ulnteger32 (0.01 s R T 14.3.7
geEvent 32-bit system time)

timeOfLastGmPha- Ulnteger32 (0.01 s R T 14.3.8
seChangeEvent 32-bit system time)

timeOfLastGm- Ulnteger32 (0.01 s R T 14.3.9
FreqChangeEvent 32-bit system time)

4R = Read only access; RW = Read/write access.

b Required for time-aware port.
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14.4 Parent Parameter Data Set

The Parent Parameter Data Set represents capabilities of the upstream system, toward the grandmaster, as
measured at a local system.

14.4.1 parentPortldentity

If this time-aware system is the grandmaster, the value is a portldentity whose clockldentity is the

clockldentity of this time-aware system, and whose portNumber is 0.

If this time-aware system is not the grandmaster, the value is the portldentity of the MasterPort™(see
Table 10-4) of the gPTP communication path attached to the single slave port of this time-aware system:

The default value is a portldentity for which:

a)  The clockldentity member is the value of the clockldentity member of the defaultidata set, and
b)  The portNumber member is 0.

14.4.2 cumulativeRateRatio

The value is an estimate of the ratio of the frequency of the grandmaster, fo’the frequency of the LocalClock
entity of this time-aware system. cumulativeRateRatio is expressed,'as the fractional frequency offset
multiplied by 241 ie., the quantity (rateRatio — 1.0)(2%"), Gvliere rateRatio is computed by the
PortSyncSyncReceive state machine (see 10.2.7.1.4).

14.4.3 grandmasterldentity

The value is the clockldentity attribute, see 8.5.2.2, efithe grandmaster clock.

The default value is the clockldentity member.df the Default Parameter Data Set (14.2.1).

14.4.4 grandmasterClockClass

The value is the clockClass, see §.6:2.2, of the grandmaster clock.

The default value is the clockClass member of the default data set.

14.4.5 grandmasterClockAccuracy

The value is the-clockAccuracy, see 8.6.2.3, of the grandmaster clock.

The defaultwalue is the clock accuracy member of the default data set.

14.4.6 grandmasterOffsetScaledLogVariance

THe value is the offsetScaledLogVariance, see 8.6.2.4, of the grandmaster clock.

The default value is the offsetScaledLogVariance member of the default data set.
14.4.7 grandmasterPriority1
The value is the priorityl attribute, see 8.6.2.1, of the grandmaster clock.

The default value is the priorityl value of the default data set.
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14.4.8 grandmasterPriority2
The value is the priority2 attribute, see 8.6.2.5, of the grandmaster clock.
The default value is the priority2 value of the default data set.

14.4.9 ParentParameter Data Set Table

There 1s one Parent Parameter Data Set Table per time-aware system, as detailed in Table 14-3.

Table 14-3—Parent Parameter Data Set Table

Name Data type Operatlon: Conformance References
supported
parentPortldentity Portldentity (see R T 14.4.1
6.3.3.7)
cumulativeRateRatio Integer32 R T 1442
grandMasterldentity ClockIdentity R T 1443
grandmasterClockClass | Ulnteger8 R T 14.4.4
IEEE Std 1588-2008,
7.6.2.4
grandmasterClockAccu- | Enumeration8 R r 14.4.5
racy IEEE Std 1588-2008,
7.6.2.5
grandmasterOff- Integer16 R T 14.4.6
setScaledLogVariance
grandmasterPriority1 Ulnteger8 R T 14.4.7
grandmasterPriority2 Ulnteger8 R T 14.4.8

4R = Read only access; RW = Read/write acces;
b= Required for time-aware port.

14.5 Time Properties Parameter Data Set

The Time Properties Parameter Data Set represents capabilities of the grandmaster, as measured at a local
system.

14.5.1 currentUtcOffset

The value js‘eurrentUtcOffset for the current grandmaster (see 14.2.9). It is equal to the value of the global
variable currentUtcOffset (see 10.3.8.9). The value is in units of seconds.

14.5:2 currentUtcOffsetValid

Phe value is currentUtcOffsetValid for the current grandmaster (see 14.2.10). It is equal to the global

variable currentUtcOffsetValid (see 10.3.8.6).
14.5.3 leap59

The value is leap59 for the current grandmaster (see 14.2.11). It is equal to the global variable leap59 (see
10.3.8.5).
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14.5.4 leap61

The value is leap59 for the current grandmaster (see 14.2.12). It is equal to the global variable leap61 (see
10.3.8.4).

14.5.5 timeTraceable

The value is timeTraceable for the current grandmaster (see 14.2.13). It is equal to the global variable

timeTraceable (see 10.3.8.7).
14.5.6 frequencyTraceable

The value is frequencyTraceable for the current grandmaster (see 14.2.14). It is equal to the globabwariable
frequencyTraceable (see 10.3.8.8).

14.5.7 timeSource

The value is timeSource for the current grandmaster (see 14.2.15). It is equal t6 the global variable
timeSource (see 10.3.8.10).

14.5.8 Time Properties Parameter Data Set Table

There is one Time Properties Parameter Data Set Table per time-aware-System, as detailed in Table 14-4.

Table 14-4—Time Properties Parameter Data Set Table

Name Data type g};‘::;igg: Conformance® References
currentUtcOffset Integer16 R T 14.5.1
currentUtcOffsetValid Boolean R T 14.5.2
leap59 Boolean R T 14.5.3
leap61 Boolean R T 14.5.4
timeTraceable Boolean R T 14.5.5
frequencyTraceable Boolean R T 14.5.6
timeSource Eaumeration8 R T 14.5.7 and Table 8-3

R = Read only access; RW = Read/write access.
br= Required fottime-aware port.

14.6 Port'Parameter Data Set
ThePort Parameter Data Set represents time-aware port capabilities at a given Bridge or end station.

14.6.1 General

For the single port of a time-aware end station and for each port of a time-aware Bridge, the following Port
Parameter Data Set is maintained as the basis for protocol decisions and providing values for message fields.
The number of such data sets is the same as the numberPorts value of the Default Parameter Data Set.
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14.6.2 portidentity
The value is the portldentity attribute of the local port, see 8.5.2.
14.6.3 portRole

The value is the value of the port role of this port (see Table 10-1) and is taken from the enumeration in
Table 14-5.

Table 14-5—portRole enumeration

State Value
DisabledPort 3
MasterPort 6
PassivePort 7
SlavePort 9
All other values reserved

NOTE—The enumeration values are consistent with IEEE Std 1588-2008, Table'§:

The default value is 3 (DisabledPort).

14.6.4 pttPortEnabled

The value is equal to the value of the Boolean pttPortEnabled (see 10.2.4.12).

14.6.5 isMeasuringDelay

The value is equal to the value of the BooleanisMeasuringDelay (see 11.2.12.5 and E.4.3.2).

14.6.6 asCapable

The value is equal to the valug'of the Boolean asCapable (see 10.2.4.1).

14.6.7 neighborPropDelay

The value is equal*fo the value of the per-port global variable neighborPropDelay (see 10.2.4.7). It is an
estimate of the(current one-way propagation time on the link attached to this port, measured as specified for
the respectiveumedium (see 11.2.15, 12.4.2, and E.4). The value is zero for ports attached to IEEE 802.3
EPON links*and for the master port of an IEEE 802.11 link, because one-way propagation delay is not

measuted on the latter and not directly measured on the former. It is recommended that the data type be
scaledNs. The default value is zero.

| ~14.6.8 neighborPropDelayThresh

The value is equal to the value of the per-port global variable neighborPropDelayThresh (see 11.2.12.6). It is
the propagation time threshold, above which a port is not considered capable of participating in the
IEEE 802.1AS protocol.

Copyright © 2011 IEEE. All rights reserved. 167


https://iecnorm.com/api/?name=ea2d0c1e30b8bffe01e7cce011b2b8f3

ISO/IEC/IEEE 8802-1AS:2014(E)

IEEE
Std 802.1AS-2011 IEEE STANDARD FOR LOCAL AND METROPOLITAN AREA NETWORKS—

14.6.9 delayAsymmetry
The value is the asymmetry in the propagation delay on the link attached to this port relative to the
grandmaster time base, as defined in 8.3. If propagation delay asymmetry is not modeled, then

delayAsymmetry is 0.

14.6.10 neighborRateRatio

The value 1s an estimate of the ratio of the frequency of the LocalClock entity of the time-aware system at
the other end of the link attached to this port, to the frequency of the LocalClock entity of this time-aware
system (see 10.2.4.6). neighborRateRatio is expressed as the fractional frequency offset multiplied by 24,
i.e., the quantity (neighborRateRatio — 1.0)(241).

14.6.11 initialLogAnnounceinterval

The value is the logarithm to base 2 of the announce interval used when (a) the port is, itialized, or (b) a
message interval request TLV is received with the announcelnterval field set to 126, (see 10.6.2.2 and the
AnnouncelntervalSetting state machine, 10.3.14).

14.6.12 currentLogAnnouncelnterval

The value is the logarithm to the base 2 of the of the current announcg-interval, see 10.6.2.2.

14.6.13 announceReceiptTimeout

The value is the number of Announce message transmis§ion intervals that a slave port waits without
receiving an Announce message, before assuming that“the master is no longer transmitting Announce
messages and the BMCA needs to be run, if appropriate (see 10.6.3.2).

14.6.14 initialLogSyncinterval

The value is the logarithm to base 2 of the$ync interval used when (a) the port is initialized, or (b) a message
interval request TLV is received withthe timeSyncInterval field set to 126 (see 10.6.2.3, 11.5.2.3, 12.6.2,
13.9.2, and the LinkDelaySyncInteryalSetting state machine, 11.2.17).

14.6.15 currentLogSyncinterval

The value is the logarithm to the base 2 of the current time-synchronization transmission interval, see
10.6.2.3.

14.6.16 syncReceiptTimeout
The vatue is the number of time-synchronization transmission intervals that a slave port waits without

receivifig synchronization information, before assuming that the master is no longer transmitting
synchronization information and that the BMCA needs to be run, if appropriate (see 10.6.3.1).

—14-6-t7 SyncReceiptTimeoutTimeintervat

The value is equal to the value of the per-port global variable syncReceiptTimeoutTimelnterval (see
10.2.4.2). It is the time interval after which sync receipt timeout occurs if time-synchronization information
has not been received during the interval.
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14.6.18 initialLogPdelayReqinterval

For full-duplex, IEEE 802.3 media and CSN media that use the peer delay mechanism to measure path delay
(see E.4.3.1), the value is the logarithm to base 2 of the Pdelay Req message transmission interval used
when (a) the port is initialized, or (b) a message interval request TLV is received with the linkDelayInterval
field set to 126 (see 11.5.2.2 and the LinkDelaySynclIntervalSetting state machine, 11.2.17).

For all other media, the value is 127.

14.6.19 currentLogPdelayReqlnterval

For full-duplex, IEEE 802.3 media and CSN media that use the peer delay mechanism to measure path dé€lay
(see E.4.3.1), the value is the logarithm to the base 2 of the current Pdelay Req message transinission
interval, see 11.5.2.2.

For all other media, the value is 127.

14.6.20 allowedLostResponses

The value is equal to the value of the per-port global variable allowedEostResponses (see 11.5.3 and
11.2.12.4). It is the number of Pdelay Req messages for which a valid response is not received, above which
a port is considered to not be exchanging peer delay messages with its-neighbor.

14.6.21 versionNumber

This value is set to versionPTP as specified in 10.5.2.2.3,

14.6.22 nup

For an OLT port of an IEEE 802.3 EPON link{the value is the effective index of refraction for the EPON
upstream wavelength light of the optical pathy(see 13.1.4 and 13.8.1.2.2). The default value is 1.46770 for
1 Gb/s upstream links, and 1.46773 for 10:Gb/s upstream links.

For all other ports, the value is 0.

14.6.23 ndown

For an OLT port of an IEEE 802.3 EPON link, the value is the effective index of refraction for the EPON
downstream waveléngth light of the optical path (see 13.1.4 and 13.8.1.2.1). The default value is 1.46805 for
1 Gb/s downstream/inks, and 1.46851 for 10 Gb/s downstream links.

For all othetports, the value is 0.

14.6.24"acceptableMasterTableEnabled

The value is equal to the value of the Boolean acceptableMasterTableEnabled (see 13.1.3.1 and 13.1.3.5).

14.6.25 Port Parameter Data Set Table

There is one Port Parameter Data Set Table per port of a time-aware system. Each Port Parameter Data Set
Table contains a set of parameters for each port that supports the time-synchronization capability, as detailed
in Table 14-6. Each table can be created or removed dynamically in implementations that support dynamic
configuration of ports and components.
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Table 14-6—Port Parameter Data Set Table

Name Data type g}::::igg: Conformance References
portldentity Portldentity (see R T 14.6.2
6.3.3.7)
portRole Enumeration8 R T 14.6.3, Table 14-5
pttPortEnabled Boolean RW T 14.6.4
isMeasuringDelay Boolean R T 14.6.5
asCapable Boolean R T 14.6.6
neighborPropDelay UScaledNs R T 14.6.7
(recommended)
neighborPropDelay Thresh UScaledNs RW T 14.6.8
(recommended)
delayAsymmetry scaledNs RW Tdot3FD 1469
(recommended)
neighborRateRatio Integer32 R T 14.6.10
initialLogAnnouncelnterval Integer8 RW T 14.6.11
currentLogAnnouncelnterval Integer8 R T 14.6.12
announceReceiptTimeout Ulnteger8 RW T 14.6.13
initialLogSynclInterval Integer8 RW T 14.6.14
currentLogSynclnterval Integer8 R T 14.6.15
syncReceiptTimeout Ulnteger8 RW T 14.6.16
syncReceiptTimoutTime- UScaledNs R T 14.6.17
Interval
initialLogPdelayReqInterval Integer8 RW T 14.6.18
currentLogPdelayReqInterval Integer8 R T 14.6.19
allowedLostResponses Ulntegerl6 RW T 14.6.20
versionNumber Ulnteger4 R T 14.6.21
nup Double RW Tdot30LT 14.6.22
ndown Double RW Tdot30OLT 14.6.23
acceptableMasterTableEnabled | Boolean RW Tdot30ONU 14.6.24

4R = Read only access; RW = Read/write access.
b= Required for time-aware'port;
Tdot3FD = Required fer{imne-aware IEEE 802.3 full-duplex port;
Tdot3OLT = Required\fer time-aware IEEE 802.3 EPON OLT ports;
Tdot30ONU = Required for time-aware IEEE 802.3 EPON ONU ports.

14.7 Port Rarameter Statistics

The Port) Parameter Statistics provides counters associated with port capabilities at a given Bridge or end

station:

14.7.1 General

For the single port of a time-aware end station and for each port of a time-aware Bridge, the following Port
Parameter Statistics provides counters. The number of such statistics sets is the same as the numberPorts
value of the Default Parameter Data Set.
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14.7.2 rxSyncCount

A counter that increments every time synchronization is received, denoted by a transition to TRUE from
FALSE of the rcvdSync variable of the MDSyncReceiveSM state machine (see 11.2.13.1.2 and Figure 11-6),
when in the DISCARD or WAITING FOR SYNC states; or rcvdIndication transitions to TRUE (see
Figure 12-4).

14.7.3 rxFollowUpCount

A counter that increments every time a Follow_Up message is received, denoted by a transition to TRUE
from FALSE of the rcvdFollowUp variable of the MDSyncReceiveSM state machine (see 11.2.13.1.3yand
Figure 11-6) when in the WAITING_FOR_FOLLOW _UP state.

14.7.4 rxPdelayRequestCount

A counter that increments every time a Pdelay Req message is received, denoted by a-transition to TRUE
from FALSE of the rcvdPdelayReq variable of the MDPdelayResp state machine, (see 11.2.16.1.1 and
Figure 11-9) when in the WAITING _FOR PDELAY REQ or INITIAL WAITINGWOR PDELAY REQ
states.

14.7.5 rxPdelayResponseCount

A counter that increments every time a Pdelay Resp message is received, denoted by a transition to TRUE
from FALSE of the rcvdPdelayResp variable of the MDPdelayReq state machine (see 11.2.15.1.2 and
Figure 11-8) when in the WAITING FOR PDELAY RESP sfate.

14.7.6 rxPdelayResponseFollowUpCount

A counter that increments every time a Pdelay“\Resp Follow Up message is received, denoted by a
transition to TRUE from FALSE of the rcvdPdelayRespFollowUp variable of the MDPdelayReq state
machine (see 11.2.15.1.4 and Figure 11-8) When in the WAITING_FOR PDELAY RESP FOLLOW_UP
state.

14.7.7 rxAnnounceCount

A counter that increments gyeny time an Announce message is received, denoted by a transition to TRUE
from FALSE of the rcvdAnnounce variable of the PortAnnounceReceive state machine (see 10.3.10 and
Figure 10-12) when in the DISCARD or RECEIVE states.

14.7.8 rxPTPPRacketDiscardCount

A counterthat increments every time a PTP message is discarded, caused by the occurrence of any of the
following\conditions:

a) "~ A received Announce message is not qualified, denoted by the function qualifyAnnounce (see
10.3.10.2.1 and 13.1.3.4) of the PortAnnounceReceive state machine (see 10.3.10 and Figure 10-12)

returning FALSE;

b) A Follow _Up message corresponding to a received Sync message is not received, denoted by a
transition of the condition (currentTime >= followUpReceiptTimeoutTime) to TRUE from FALSE
when in the WAITING FOR_FOLLOW_UP state of the MDSyncReceiveSM state machine (see
11.2.13 and Figure 11-6);

c¢) A Pdelay Resp message corresponding to a transmitted Pdelay Req message is not received,
denoted by a transition from the WAITING_FOR_PDELAY_ RESP state to the RESET state of the
MDPdelayReq state machine (see 11.2.15 and Figure 11-8);

Copyright © 2011 IEEE. All rights reserved. 171


https://iecnorm.com/api/?name=ea2d0c1e30b8bffe01e7cce011b2b8f3

ISO/IEC/IEEE 8802-1AS:2014(E)

IEEE
Std 802.1AS-2011 IEEE STANDARD FOR LOCAL AND METROPOLITAN AREA NETWORKS—

d) A Pdelay Resp Follow Up message corresponding to a transmitted Pdelay Req message is not
received, denoted by a transition from the WAITING FOR PDELAY RESP FOLLOW_UP state
to the RESET state of the MDPdelayReq state machine (see 11.2.15 and Figure 11-8).

14.7.9 syncReceiptTimeoutCount

A counter that increments every time sync receipt timeout occurs, denoted by entering the AGED state of
the PortAnnouncelnformation state machine (see 10.3.11 and Figure 10-13), with the condition

(currentTime >= announceReceiptTimeoutTime) TRUE.
14.7.10 announceReceiptTimeoutCount

A counter that increments every time announce receipt timeout occurs, denoted by entering the AGED state
of the PortAnnouncelnformation state machine (see 10.3.11 and Figure 10-13), with_the™condition
(currentTime >= syncReceiptTimeoutTime && gmPresent) TRUE.

14.7.11 pdelayAllowedLostResponsesExceededCount

A counter that increments every time the value of the variable lostResponses (sé¢; 11.2.15.1.10) exceeds the
value of the variable allowedLostResponses (see 11.2.12.4), in the RESET (state of the MDPdelayReq state
machine (see 11.2.15 and Figure 11-8).

14.7.12 txSyncCount

A counter that increments every time synchronization information is transmitted, denoted by a transition to
TRUE from FALSE of the rcvdMDSync variable of the MB)SyncSendSM state machine (see 11.2.14.1.1 and
Figure 11-7), when in the INITIALIZING) “or SEND FOLLOW UP states; or the
INITIATE REQUEST WAIT CONFIRM state is entered in Figure 12-3.

14.7.13 txFollowUpCount

A counter that increments every time a Follow Up message is transmitted, denoted by a transition to TRUE
from FALSE of the rcvdMDTimestampReceive variable of the MDSyncSendSM state machine (see
11.2.14.1.3 and Figure 11-7), when-in the SEND_SYNC state.

14.7.14 txPdelayRequestCount

A counter that increments every time a Pdelay Req message is transmitted, denoted by entering the
INITIAL SEND PBELAY REQ or SEND PDELAY REQ states of the MDPdelayReq state machine (see
11.2.15 and Figure 11-8).

14.7.15 txPdelayResponseCount

A comuter that increments every time a Pdelay Resp message is transmitted, denoted by a transition to

TRUE from FALSE of the rcvdPdelayReq variable of the MDPdelayResp state machine (see 11.2.16.1.1 and
Eigure 11-9) when in the WAITING_FOR_PDELAY REQ or INITIAL WAITING_FOR_PDELAY_ REQ

Statcs, and resulting eniry to the SENT_PDELAY _RESP_WAITING FOR_TIMESTAMP state.

14.7.16 txPdelayResponseFollowUpCount

A counter that increments every time a Pdelay Resp Follow Up message is transmitted, denoted by a transition
to TRUE from FALSE of the rcvdMDTimestampReceive variable of the MDPdelayResp state machine (see

11.2.16.1.2 and Figure 11-9) when in the SENT PDELAY RESP WAITING FOR TIMESTAMP state, and
resulting entry to the WAITING _FOR PDELAY REQ state.
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14.7.17 txAnnounceCount

A counter that increments every time an Announce message is transmitted, denoted by entering the
TRANSMIT ANNOUNCE state of the PortAnnounceReceive state machine (see 10.3.13 and Figure 10-15).

14.7.18 Port Parameter Statistics Table

There is one Port Parameter Statistics Table per port of a time-aware system. Each Port Parameter Statistics

Table contains a set of counters for each port that supports the time synchronization capability, as detailed in
Table 14-7. Each table can be created or removed dynamically in implementations that support dynamie
configuration of ports and components.

Table 14-7—Port Parameter Statistics Table

Name Data type g};ﬁfﬂgé‘: Conformance® References
rxSyncCount Ulnteger32 R O 14.7.2
rxFollowUpCount Ulnteger32 R (6] 14.7.3
rxPdelayRequestCount Ulnteger32 R O 14.7.4
rxPdelayResponseCount Ulnteger32 R o) 14.7.5
rxPdelayResponseFollowUp- Ulnteger32 R o 14.7.6
Count
rxAnnounceCount Ulnteger32 R o 14.7.7
rxPTPPacketDiscardCount Ulnteger32 R o 14.7.8
syncReceiptTimeoutCount Ulnteger32 R (0] 14.7.9
announceReceiptTimeout- Ulnteger32 R (6} 14.7.10
Count
pdelayAllowedLostResponses- | Ulnteger32 R (6] 14.7.11
ExceededCount
txSyncCount Ulnteger32 R (0] 14.7.12
txFollowUpCount Ulnteger32 R o 14.7.13
txPdelayRequestCount Ulnteger32 R (6} 14.7.14
txPdelayResponseCount Ulnteger32 R o 14.7.15
txPdelayResponseFollowUp- Ulnteger32 R o 14.7.16
Count
txAnnounceCount Ulnteger32 R (¢} 14.7.17

#R= Read only aceess.
bo- Optignal.
14.8 Acceptable Master Table Parameter Data Set

The’/ Acceptable Master Table Parameter Data Set represents the acceptable master table used when an
EPON port is present in a time-aware system.

14.8.1 maxTableSize

The value is the maximum size of the AcceptableMasterTable. It is equal to the maxTableSize member of
the AcceptableMasterTable structure (see 13.1.3.2).
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14.8.2 actualTableSize

The value is the actual size of the AcceptableMasterTable. It is equal to the actualTableSize member of the
AcceptableMasterTable structure (see 13.1.3.2 and 13.1.3.5), i.e., the current number of elements in the
acceptable master array. The actual table size is less than or equal to the max table size.
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14.8.3 acceptableMasterArray

14.8.4 Acceptable Master Table Parameter Data Set Table

Each element of this array 1s an AcceptableMaster structure, see 13.1.3.3 and 13.1.3.5.

There is one Acceptable Master Table Parameter Data Set Table per time-aware system, as detdiled in

(see 13.1.3.3)

Table 14-8.
Table 14-8—Acceptable Master Table Parameter Data Set Table
Operations b
Name Data type supported® Conformaneé References
maxTableSize Ulnteger16 R Tdot3ONU 14.8.1
actualTableSize Ulnteger16 RW T.dot3ONU 14.8.2
acceptableMasterArray AcceptableMaster[actu- | RW Tdot30NU 14.8.3
alTableSize]

4R = Read only access; RW = Read/write access.
PTdot3ONU = Required for time-aware IEEE 802.3 BEPON ONU ports.
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15. Managed object definitions

The clause contains a complete SMIv2 Management Information Base (MIB) set for all features of this
standard.

15.1 Internet Standard Management Framework

Foradetaited—overvicw of —thedocuments —tiat—describe the curTemt mermet—Standard —viamagerernt

Framework, please refer to section 7 of IETF RFC 3410 (2002).

Managed objects are accessed via a virtual information store, termed the Management Information Base’ or
MIB. MIB objects are generally accessed through the Simple Network Management Protocol<(SNMP).
Objects in the MIB are defined using the mechanisms defined in the Structure of Management Taformation
(SMI). This clause specifies a MIB module that is compliant to the SMIv2, which is described in STD 58,
IETF RFC 2578, IETF RFC 2579, and IETF RFC 2580.

15.2 Structure of the MIB

The IEEE 802.1AS MIB provides objects to configure and managed,the) IEEE 802.1AS Timing and
Synchronization for Time-Sensitive Applications in Bridged LAN.

The MIB contains a set of textual conventions and is additionally)subdivided into seven subtrees. Each
subtree is organized as a set of related objects. They are as follows:

1) The default data set represents the native cdpabilities of a time-aware system, a bridge, or an
end station.

2) The current data set represents topological position of a local system relative to the
grandmaster;

3) The parent data set represents eapabilities of the upstream system, toward the grandmaster as
measured at a local system.

4) The time properties data, sgf tepresents capabilities of the grandmaster, as measured at a local
system.

5) The port data set représents time-aware capabilities at a given bridge or end station port, as a set
of augmentation to-the interface table entry (ifEntry).

6) The port statistics’represent statistics and counters associated with time-aware capabilities at a
given Bridge.or end station port.

7) The acceptable master table data set represents the acceptable master table used when media-
dependeiit port type of EPON is present in a time-aware system.

Table 15-1_show the structure of the MIB and the relationship of the MIB objects to the default data set,

current data'set, parent data set, time properties data set, port data set, port statistics, and acceptable master
table data set.

15.3 Security considerations

SNMP versions prior to SNMPv3 did not include adequate security. Even if the network itself is secure (for
example by using IPsec), there is no control as to who on the secure network is allowed to access and GET/
SET (read/change/create/delete) the objects in these MIB module.

It is recommended that implementers consider the security features as provided by the SNMPv3 framework

(see IETF RFC 3410, section 8), including full support for the SNMPv3 cryptographic mechanisms (for
authentication and privacy).
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Further, deployment of SNMP versions prior to SNMPv3 is not recommended. Instead, it is recommended
to deploy SNMPv3 and to enable cryptographic security. It is then a customer/operator responsibility to
ensure that the SNMP entity giving access to an instance of these MIB modules is properly configured to
give access to the objects only to those principals (users) that have legitimate rights to indeed GET or SET
(change/create/delete) them.

There are a number of management objects defined in the IEEE8021-AS MIB module that have a MAX-
ACCESS clause of read-write and/or read-create. Such objects may be considered sensitive or vulnerable in

some network environments. The support for SET operations in a non-secure environment without proper
protection can have a negative effect on network operations.

Some of the readable objects in this MIB module (i.e., objects with a MAX-ACCESS other .than
notaccessible) may be considered sensitive or vulnerable in some network environments. It is thusiiniportant
to control all types of access (including GET and/or NOTIFY) to these objects and possibly to even encrypt
the values of these objects when sending them over the network via SNMP.

The following objects in the IEEE8021-AS MIB can be manipulated to interfere with/the-operation of timing
synchronization. This could, for example, be used to force a reinitialization of state nfachines, thus causing
timing synchronization and network instability. Another possibility would bé\for an attacker to override
grandmaster status, thus giving a user (or an attacker) unauthorized control gver the network time.

Improper manipulation of the following writable objects could result~in*an unintended grandmaster to be
elected, when a system is grandmaster capable in a gPTP domain. I£could also be used maliciously to cause
frequent grandmaster changes, thereby affecting network stability.

Ieee8021ASDefaultDSPriorityl
Teee8021ASDefaultDSPriority2

Improper manipulation of the following writablekobjects could result in a segmented time-aware network,
could compromise the expected accuracy, and could interrupt paths of the PTP domain.

Ieee8021ASPortDSPttPortEnabled
Ieee8021ASPortDSDelayAsymimetry

Unintended access to any of the réadable tables or variables in the IEEE8021-AS MIB alerts the reader that
timing synchronization in:gPTP domain is configured, and on which values timing parameters are
configured, and which system is current grandmaster. This information can suggest to an attacker what
applications are being run, and thus suggest application-specific attacks, or to enable the attacker to detect
whether their attacks-are being successful or not. It is thus important to control even GET access to these
objects and possibly to even encrypt the values of these objects when sending them over the network via
SNMP.
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Table 15-1—IEEE8021-AS MIB structure and object cross reference

MIB table ‘ MIB object Reference
ieee802AsDefaultDataSet Default Parameter Data Set Table 14-1
ieee802AsDefaultDSClockldentity 14.2.1
ieee802 AsDefaultDSNumberPorts 14.2.2
ieee802AsDefaultDSClockClass 14.2.3
ieee802 AsDefaultDSClockAccuracy 14.2.4
ieee802AsDefaultDSOffsetScaledLogVariance 14.2.5
ieee802AsDefaultDSPriority1 14.2.6
ieee802 AsDefaultDSPriority?2 14.2.7
ieee802AsDefaultDSGmCapable 14.2.8
ieee802AsDefaultDSCurrentUtcOffset 14.2.9
ieee802AsDefaultDSCurrentUtcOffsetValid 14.2.10
ieee802AsDefaultDSLeap59 14.2.11
ieee802AsDefaultDSLeap61 14.2(12
ieee802AsDefaultDSTimeTraceable 4243
ieee802AsDefaultDSFrequencyTraceable 14.2.14
ieee802AsDefaultDSTimeSource 14.2.15
ieee802AsCurrentDataSet Current Parameter Data Set Table 14-2
ieee802AsCurrentDSStepsRemoved 143.1
ieee802AsCurrentDSOffsetFromMaster 14.3.2
ieee802 AsCurrentDSLastGmPhaseChange 14.3.3
ieee802AsCurrentDSLastGmFreqChahge 1434
ieee802AsCurrentDSGmTimebaseladicator 14.3.5
ieee802AsCurrentDSGmChangéCount 14.3.6
ieee802AsCurrentDSTimeOflbastGmChangeEvent 14.3.7
ieee802AsCurrentDSTimeOfLastGmPhaseChangeEvent 143.8
ieee802 AsCurrentDSTimeOfLastGmFreqChangeEvent 14.3.9
ieee802AsParentDataSet Parent Parameter Data Set Table 14-3
ieee802AsParentDSParentClockldentity 14.4.1
ieee802AsParentDSParentPortNumber 14.4.1
ieee802AsParentDSCumulativeRateRatio 14.4.2
ie€e802AsParentDSGrandmasterldentity 14.4.3
icee802AsParentDSGrandmasterClockClass 1444
1eee802AsParentDSGrandmasterClockAccuracy 14.4.5
ieee802AsParentDSGrandmasterOffsetScaledLogVariance | 14.4.6
ieee802 AsParentDSGrandmasterPriority 1 14.4.7
ieee802AsParentDSGrandmasterPriority2 14.4.8
ieee802AsTimePropertiesDataSet Time Properties Parameter Data Set
lable 14-4
ieee802AsTimePropertiesDSCurrentUTCOffset 14.5.1
ieee802 AsTimePropertiesDSCurrentUTCOffsetValid 14.5.2
ieee802AsTimePropertiesDSLeap59 14.5.3
ieee802AsTimePropertiesDSLeap61 1454
ieee802AsTimePropertiesDSTimeTraceable 14.5.5
ieee802AsTimePropertiesDSFrequencyTraceable 14.5.6
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Table 15-1—IEEE8021-AS MIB structure and object cross reference (continued)

MIB table MIB object Reference
ieee802 AsTimePropertiesDSTimeSource 14.5.7

ieee802AsPortDataSet Port Parameter Data Set Table 14-6
ieee802 AsPortDSClockIdentity 14.6.2
ieee802 AsPortDSPortNumber 14.6.2
Teee 802 AsPortbSPortRote #4673
ieee802AsPortDSPttPortEnabled 14.6.4
ieee802AsPortDSIsMeasuringDdelay 14.6.5
ieee802AsPortDSAsCapable 14.6.6
ieee802AsPortDSNeighborPropDelay 14.6.7
ieee802AsPortDSNeighborPropDelayThresh 14.6.8
ieee802AsPortDSDelay Asymmetry 14.6.9
ieee802 AsPortDSNeighborRateRatio 14.6.10
ieee802AsPortDSInitialLogAnnouncelnterval 14.6.11
ieee802AsPortDSCurrentLogAnnouncelnterval 14.6.12
ieee802 AsPortDSAnnounceReceiptTimeout 14.6.13
ieee802AsPortDSInitialLogSyncInterval 14694
ieee802AsPortDSCurrentLogSynclnterval 14.6:15
ieee802AsPortDSSyncReceiptTimeout 14.6.16
ieee802AsPortDSSyncReceiptTimeoutTimelnterval 14.6.17
ieee802AsPortDSInitialLogPdelayReqInterval 14.6.18
ieee802 AsPortDSCurrentLogPdelayReqInterval 14.6.19
ieee802AsPortDSAllowedLostResponses 14.6.20
ieee802AsPortDSVersionNumber 14.6.21
ieee802 AsPortDSNup 14.6.22
ieee802AsPortDSNdown 14.6.23
ieee802 AsPortDSAcceptableMasterTableEnabled 14.6.24

ieee802AsPortStatistics Port Statistics Data Set Table 14-7
ieee802AsRxSyncCount 14.7.2
ieee802AsRxFollowlUpCount 14.7.3
ieee802 AsRxPdelayRequestCount 14.7.4
ieee802AsRxPdelayResponseCount 14.7.5
ieee802 AsRxPdelayResponseFollowUpCount 14.7.6
ieee802AsRxAnnounceCount 14.7.7
rece802 AsRxPTPPacketDiscardCount 14.7.8
16ce802AsSyncReceiptTimeoutCount 14.7.9
ieee802 AsAnnounceReceiptTimeoutCount 14.7.10
ieee802AsPdelayAllowedLostResponsesExceededCount 14.7.11
ieee802AsTxSyncCount 14.7.12
ieee802AsTxFollowUpCount 14.7.13
icceR02AsTxPdelayRequestCount 4714
ieee802AsTxPdelayResponseCount 14.7.15
ieee802AsTxPdelayResponseFollowUpCount 14.7.16
ieee802 AsTxAnnounceCount 14.7.17
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Table 15-1—IEEE8021-AS MIB structure and object cross reference (continued)

MIB table ‘ MIB object Reference
ieee802AsAcceptableMasterTableDataSet Acceptable Master Parameter Data Set
Table 14-8
ieee802AscceptableMasterTableDSMaxTableSize 14.8.1
ieee802AscceptableMasterTableDSActual TableSize 14.8.2
iceeR02 AsceeptableMasterTableDSAcceptableMaster 1483

Array

15.4 Textual conventions defined in this MIB

The following textual conventions are defined in this MIB:

a)  ClockIdentity. IEEE 802 MAC address represented in “canonical” order defined-by IEEE Std 802®

[B4], EUI-64 [B2].

b) IEEE8021ASClockClassValue. Clock class value (see 8.6.2.2),
c¢) IEEE8021ASClockAccuracyValue. Clock accuracy value (see 8.6.2.39;
d) IEEE8021ASTimeSourceValue. Source of time used by grandmaster (see 8.6.2.7).

15.5 IEEE 802.1AS MIB module

In the following MIB module, should any discrepancy bétween the DESCRIPTION text and the
corresponding definition in Clause 14 occur, the definitionid Clause 14 shall take precedence.

Copyright © 2011 IEEE. All rights reserved.
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IEEE8021-AS-MIB DEFINITIONS ::= BEGIN

-- MIB for support of 802.1AS Timing and Synchronization in
-- IEEE 802.1Q Bridged Local Area Networks

IMPORTS
MODULE-IDENTITY, OBJECT-TYPE, Unsigned32, Integer32

FROM SNMPv2-SMI -- [RFC2578]
TEXTUAL-CONVENTION, TruthValue, RowStatus, TimeStamp

FROM SNMPv2-TC -— [RFC2579]
MODULE-COMPLIANCE, OBJECT-GROUP -- [RFC2580]

FROM SNMPv2-CONF
ifGeneralInformationGroup, InterfaceIndexOrZero

FROM IF-MIB -— [RFC2863]
IEEE8021BridgePortNumber

FROM IEEE8021-TC-MIB

ieeeB8021AsTimeSyncMib MODULE-IDENTITY
LAST-UPDATED "2010111100002" -- November 11, .€0I0
ORGANIZATION "IEEE 802.1 Working Group"
CONTACT-INFO
"WG-URL: http://www.ieee802.org/Nindex.html
WG-EMail: STDS-802-1@IEEE.ORG

Contact: Geoffrey M. Garger

Postal: 196 AmbassadonMNDrive
Red Bank, NJ%xQ7701
USA
E-mail: gmgarner@@lum.mit.edu"
DESCRIPTION

"The Management Information Base module for
IEEE 802.1AS time synchronization protocol."

REVISION "2010%1110000Z"™ -- November 11, 2010

DESCRIPTI®ON
"Published as part of IEEE Std 802.1AS

Copyright (C) IEEE (2011)."
w="{ 1s0(l) org(3) ieee(lll)

standards-association-numbers-series-standards (2)
lan-man-stds (802) ieee802dotl (1) ieee802dotlmibs (1) 20 }

ieeeB8021AsMIBObjects OBJECT IDENTIFIER ::= {ieee8021AsTimeSyncMib 1}
ieee8021AsConformance OBJECT IDENTIFIER ::= {ieee8021AsTimeSyncMib 2}
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ClockIdentity ::= TEXTUAL-CONVENTION

DISPLAY-HINT
"Ix:"

STATUS current

DESCRIPTION
"Represents an IEEE 802 MAC address represented in the
‘canonical' order defined by IEEE 802.la, EUI-64. EUI-48
converts to EUI-64 as specified by IEEE. The conversion

assigns values 255 and 254 to octets 3 and 4 respectively,
where octet 0 is the most significant and octet 7 the least.
For example, EUI-48 of AC:DE:48:23:45:67 would extend to
AC:DE:48:FF:FE:23:45:67."

REFERENCE "6.3.3.6 and 8.5.2.2.1"

SYNTAX OCTET STRING (SIZE (8))

IEEE8021ASClockClassValue ::= TEXTUAL-CONVENTION
STATUS current
DESCRIPTION
"Clock Class Value from IEEE Std 1588-2008(7.6.2.4,
with the following interpretation placed,on the value:

6: A clock that is synchronized to aprimary reference
time source,

7: A clock that has previously peen designated as clockClass
6 Dbut that has lost the apdidity to synchronize to a primary
reference time source and)i¢ in holdover mode and within
holdover specificationsy

13: A clock that is synchkXenized to an application-specific
source of time,

14: A clock that has previously been designated as clockClass 13
but that has lost* the ability to synchronize to an
application-sgecific source of time and is in holdover mode
and within holdover specifications,

52: Degradatioponvalternative A for a clock of clockClass 7 that
is not within holdover specification,

58: Degradation alternative A for a clock of clockClass 14 that
is, ot within holdover specification,

68..122% For use by alternate PTP profiles (68..122),

133,+370: For use by alternate PTP profiles (133..170),

187+Degradation alternative B for a clock of clockClass 7 that
is not within holdover specification,

193: Degradation alternative B for a clock of clockClass 14 that
is not within holdover specification,

216..232: For use by alternate PTP profiles,

248: Default none of the other clockClass definitions apply,

ASISIS A slave-only clock(z59) .7
REFERENCE "14.2.3 and IEEE Std 1588-2008 7.6.2.4"
SYNTAX INTEGER {
primarySync (6),
primarySyncLost (7),
applicationSpecificSync (13),
applicationSpecficSyncLost (14),
primarySyncAlternativeA (52),
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applicationSpecificAlternativeA (58),
primarySyncAlternativeB(187),
applicationSpecficAlternativeB(193),
defaultClock (248),
slaveOnlyClock (255)

}

IEEE8021ASClockAccuracyValue ::= TEXTUAL-CONVENTION
STATUS current
DESCRIPTION

"Clock Accuracy Value from 8.6.2.3, with the following
interpretation placed on the value:

32: The time is accurate to within 25 ns,
33: The time is accurate to within 100 ns,
34: The time is accurate to within 250 ns,
35: The time is accurate to within 1 us,
36: The time is accurate to within 2.5 us,
37: The time 1is accurate to within 10 us,
38: The time is accurate to within 25 us,
39: The time is accurate to within 100 s/,
40: The time 1is accurate to within 250~us,
41: The time is accurate to within ¥ ms,
42: The time is accurate to withim 2.5 ms,
43: The time is accurate to withiw 10 ms,
44: The time is accurate to within 25 ms,
45: The time 1is accurate todwihin 100 ms,
46: The time is accurate to.within 250 ms,
47: The time is accuratekx®o6 within 1 s,
48: The time is accuraté to within 10 s,
49: The time is accurate to within > 10 s,
254: Default indicatihg unknown"
REFERENCE "8.6.2.3"
SYNTAX INTEGER #
timeAccuratelop2%ns (32),
timeAccuratg€lol00ns (33),
timeAccurateTo250ns (34)
timeAccurateTolus (35),
timeAteurateTo2dot5us (36),
timeAccurateTolOus (37),
gimeAccurateTo25us (38),
timeAccurateTol00us (39),
timeAccurateTo250us (40),
timeAccurateTolms (41),
timeAccurateTo2dotbms (42),
timeAccurateTolOms (43),

4

tlmeAccurateloZoms (44),
timeAccurateTol00ms (45),
timeAccurateTo250ms (46),
timeAccurateTols (47),
timeAccurateTol0s (48),
timeAccurateToGT10s (49),
timeAccurateToUnknown (254)

}
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IEEE8021ASTimeSourceValue ::= TEXTUAL-CONVENTION
STATUS current
DESCRIPTION
"The timeSource is an information only attribute indicating
the type of source of time used by a ClockMaster,
representing categories. For example, the GPS entry would
include not only the GPS system of the U.S. Department of

Defense but the European Galileo system and other present and
future satellite-based timing systems.

In the absence of a default value set by a user of this
standard, the default value of timeSource shall be OTHER\»See
7.6.2.6 of IEEE Std 1588 - 2008 for more detailed description of
timeSourcelIndicates the source of time used by the grardmaster
clock.

The following interpretation placed on the valuev
16: Atomic Clock,
32: GPS,
48: Terrestrial Radio,
64: PTP,
80: NTP,
96: Hand Set,

144: Other,

160: Internal Oscillator "
REFERENCE "8.6.2.7 and Table 8-3"
SYNTAX INTEGER {

atomicClock (16),

gps (32),
terrestrialRadio (48),
ptp (64),

ntp (80),

handSet (96) 4

other (144),
internalOscillator (160)

-- subtrees“in the IEEE8021-AS-MIB
-- System Time-Aware Parameters/Capability

== The Derault data set represent native time capabillity Of a time-
-- aware system and is consistent with respective IEEE 1588 data set.

ieee8021AsDefaultDS
OBJECT IDENTIFIER ::= { ieee8021AsMIBObjects 1 }

ieeeB8021AsDefaultDSClockIdentity OBJECT-TYPE
SYNTAX ClockIdentity
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MAX-ACCESS read-only

STATUS current

DESCRIPTION
"Globally unique manufacturer-assigned clock identifier
for the local clock. The identifier is based on an
EUI-64."

REFERENCE "14.2.1"

::= { i1eeeB8021AsDefaultDS 1 }

ieee8021AsDefaultDSNumberPorts OBJECT-TYPE

SYNTAX Unsigned32 (0..255)
MAX-ACCESS read-only

STATUS current
DESCRIPTION

"The number of PTP ports on the device.
For an end station the value is 1."
REFERENCE "14.2.2"
::= { l1eee8021AsDefaultDS 2 }

ieee8021AsDefaultDSClockClass OBJECT-TYPE

SYNTAX IEEE8021ASClockClassValue
MAX-ACCESS read-only

STATUS current

DESCRIPTION

"Denotes the traceabidi®y of the time or frequency of the
local clock. The walue shall be selected as follows:
a) If the Default%Radrameter Data Set member gmCapable is
TRUE, then cligckClass is set to the value that
reflects thes combination of the LocalClock and
ClockSouste entities; else if the value that reflects
the Lodd2Clock and ClockSource entities is not
specafied or not known,clockClass is set to 248;
b) If the Default Parameter Data Set member gmCapable is
FALSE (see 8.6.2.1), clockClass is set to 255.
REFERENCE "14.2.3"
DEFVAL { @efaultClock }
::= { Feee8021AsDefaultDS 3 }

ieee8021AsDefaultDSClockAccuracy OBJECT-TYPE

SYNTAX IEEE8021ASClockAccuracyValue
MAX-ACCESS read-only

STATUS current

DESCRIPTION

"Characterizes local clock for the purpose of the best
master clock algorithm. The value shall be selected as
follows:

a) clockAccuracy 1is set to the value that reflects the
combination of the LocalClock and ClockSource
entities if specified or known;

b) if the value that reflects the LocalClock and
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ClockSource entities is not specified or unknown,
clockAccuracy is set to 254.

REFERENCE "14.2.4"

::= { 1eee8021AsDefaultDS 4 }

ieee8021AsDefaultDSOffsetScaledLogVariance OBJECT-TYPE

SYNTAX Integer32 (-32768..32767)
MAX-ACCESS read-only

STATUS current

DESCRIPTION

"The offsetScaledlLogVariance is scaled, offset
representation of an estimate of the PTP variance. The
PTP variance characterizes the precision and fregdency
stability of the ClockMaster. The PTP variange()is the
square of PTPDEV (see B.1.3.2). The valueysghdll be
selected as follows:

a) offsetScaledLogVariance is set to th® walue that
reflects the combination of the LgtalClock and
ClockSource entities; else

b) if the wvalue that reflects these‘entities is not
specified or not known, offgétScaledLogVariance is
set to 16640 (410016). This walue corresponds to the
value of PTPDEV for obseriyvation interval equal to the
default Sync message gxansmission interval (i.e.,
observation intervaX¥)of 0.125 s, see 11.5.2.3 and
B.1.3.2).

A value of -372¢8 indicates value is too large to be
represented eX* has not been computed.

REFERENCE "14.2.5M

::= { i1eee8021AsDefaultDS 5 }

ieeeB8021AsDefaultDSPriorityl OBJECT-TYPE

SYNTAX Unsigned32 (0..255)
MAX-ACCESS\'read-write

STATUS current
DESCRIPTION

"Most-significant priority declaration in the execution of
the best master clock algorithm. Lower values take
precedence. The value of priorityl shall be 255 for a
time-aware system that is not grandmaster-capable.

The value of priorityl shall be less than 255 for a

Time-aware system that 1s grandmaster-capable. The value
0 shall be reserved for future management use, i.e., the
valueof priorityl shall be set to 0 only via management
action, and shall not be specified as a default value by
a user of this standard. In the absence of a default
value set by a user of this standard, the default value
shall be set as below:
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a) system type of network infrastructure time-aware
system to value 246;
b) portable time-aware system, 250;

c) other time-aware systems, 248."
REFERENCE "14.2.0"
::= { 1eee8021AsDefaultDS 6 }

ieee8021AsDefaultDSPriority2 OBJECT-TYPE

SYNTAX Unsigned32 (0..255)
MAX-ACCESS read-write

STATUS current
DESCRIPTION

"Least-significant priority declaration in the’execution
of the best master clock algorithm. Lower values take
precedence. The default value is 248"

REFERENCE "14.2.7"

DEFVAL { 248 }

::= { ieee8021AsDefaultDS 7 }

ieeeB8021AsDefaultDSGmCapable OBJECT-TYPE

SYNTAX TruthValue

MAX-ACCESS read-only

STATUS current

DESCRIPTION
"True (1) if master cdock capable; false (2)
otherwise."

REFERENCE "14.2.8"

::= { 1eee8021AsDefaultDS @\}

ieee8021AsDefaultDSCurrentiUTCOffset OBJECT-TYPE

SYNTAX Integex32 (-32768..32767)
UNITS "seconds"

MAX-ACCESS regad=only

STATUS current

DESCRIPTION

"The value is the offset between TAI and UTC, relative to
the ClockMaster entity of this time-aware system. It is
equal to the global variable sysCurrentUtcOffset (see
10.3.8.16). The value is in units of seconds.

The initialization default value is selected as

follows:

a) the value is the value obtained from a primary
reference if the value is known at the at the time of

initialization,
b) else the value is the current number ofleap seconds,
see 8.2.3, when the time-aware system is designed."
REFERENCE "14.2.9"
::= { i1eee8021AsDefaultDS 9 }
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ieee8021AsDefaultDSCurrentUTCOffsetValid OBJECT-TYPE

SYNTAX TruthValue
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"True (1) 1f ieee8021AsDefaultDSCurrentUTCOffset is known
to be correct; false (2) otherwise."
REFERENCE "14.2.10"

::= { i1eee8021AsDefaultDS 10 }

ieee8021AsDefaultDSLeap59 OBJECT-TYPE

SYNTAX TruthValue
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"A true (1) value indicates that the lasf, minute of the
current UTC day, relative to the ClockMaster entity of
this time-aware system, will contain®59 seconds. It is
equal to the global variable sysLegp99 (see 10.3.8.12).

The initialization value is sedetted as follows:

a) Set to true (1) if the value is obtained from a
primary reference if knmown at the at the time of
initialization, else

b) The value is set go{false (2)."
REFERENCE "14.2.11"
::= { 1eee8021AsDefaultDS 11 }

ieee8021AsDefaultDSLeap6l OBJECT-TYPE

SYNTAX TruthValue
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"Acpue (1) value indicates that the last minute of the
current UTC day, relative to the ClockMaster entity of
this time-aware system, will contain 59 seconds. It is
equal to the global variable sysLeap6l (see 10.3.8.11).

The initialization value is selected as follows:

a) Set to true (1) if the value is obtained from a
primary reference if known at the at the time of
initialization, else

b) The value is set to false (2)."
REFERENCE "14.2.12"

.= { leeedUZIAsDeraultDs 12 }

ieee8021AsDefaultDSTimeTraceable OBJECT-TYPE

SYNTAX TruthValue
MAX-ACCESS read-only
STATUS current
DESCRIPTION
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"The value 1is set to true (1) if the timescale and the
value of Ieee8021AsCurrentUtcOffset, relative to the
ClockMaster entity of this time-aware system, are
traceable to a primary reference standard; otherwise
the value is set to false (2). It is equal to the global
variable sysTimeTraceable (see 10.3.8.14).

The initialization value is selected as follows:

a) If the time and the value of currentUtcOffset are
traceable to a primary reference standard at the
time of initialization, the value is set to true

(1), else
b) The value is set to false (2)."
REFERENCE "14.2.13"

::= { ieee8021AsDefaultDS 13 }

ieee8021AsDefaultDSFrequencyTraceable OBJECT-TYPE

SYNTAX TruthValue
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"The value is set to true (1) if~the frequency determining
the timescale of the ClockMaster Entity of this time-
aware system is traceable, o) a primary reference

standard; otherwise the, alue is set to false (2). It is
equal to the global vapidble sysFrequencyTraceable (see
10.3.8.15).

The initializatidry value is selected as follows:

a) If the fregquency is traceable to a primary reference
standard af® the time of initialization, the value is
set to tdue (1), else

b) The xalue is set to false (2).."
REFERENCE "14.2,.14"
::= { i1eeeB8021AgDefaultDS 14 }

ieee8021AsDefaunltDSTimeSource OBJECT-TYPE

SYNTAX IEEE8021ASTimeSourceValue
MAX-ACEGESS read-only

STATUS current

PESCRIPTION

"The timeSource is an information-only attribute
indicating the type of source of time used by a
ClockMaster. The value is not used in the selection of

The grandmaster. The values shall be as specified 1n
Table 8-3. These represent categories. For example, the
GPS entry would include not only the GPS system of the
U.S. Department of Defense but the European Galileo
system and other present and future satellite-based
timing systems. All unused values in Table 8-3 are
reserved.
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The initialization value is selected as follows:

a) If the timeSource (8.6.2.7 and Table 8-3), is known
at the time of initialization, the value 1is derived
from the table, else

b) The value is set to INTERNAL OSCILLATOR (160) .

REFERENCE "14.2.15"

::= { 1eee8021AsDefaultDS 15 }

-- The Current data set represent this system’s topological locatien
-- relative to the known grandmaster system.
-- This data set is consistent with respective IEEE 1588 data set:

ieee8021AsCurrentDS
OBJECT IDENTIFIER ::= { ieee8021AsMIBObjects 2 }

ieeeB8021AsCurrentDSStepsRemoved OBJECT-TYPE

SYNTAX Integer32 (-32768..32767)
MAX-ACCESS read-only

STATUS current

DESCRIPTION

"The number of communication ¢paths traversed between the
local clock and the grandmaster clock (see Table 10.3.3).

For example, stepsRem@Ved for a slave clock on the same
PTP communication path as the grandmaster clock will have
a value of 1, indicdaving that a single path was traversed.

REFERENCE "14.3.1"

DEFVAL { 0 }
::= { ieee8021AsCurrenthsS 1 }

ieee8021AsCurrentDSAHfsetFromMasterHs OBJECT-TYPE

SYNTAX Integer32

UNITS "2*%*%-16 ns * 2**64"
MAX-ACCESS-\\'read-only

STATUS current

DESCRIPTION

"The most significant 32 bits of the offset, signed

96 bit number in 2**-16 ns, an implementation-specific

computation of the current value of the time difference
between a master and a slave as computed by the slave.

This object MUST Dbe read at the same time as
ieee8021AsCurrentDSOffsetFromMasterMs, and
ieee8021AsCurrentDSOffsetFromMasterLs, which
represents middle and least significant 32 bits of
values, respectively, in order for the read operation
to succeed.

REFERENCE "14.3.2"
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ieee8021AsCurrentDSOffsetFromMasterMs OBJECT-TYPE

SYNTAX
UNITS
MAX-ACCESS
STATUS
DESCRIPTION

Integer32

"2*%*%-16 ns * 2**32"
read-only

current

"The middle significant 32 bits of the offset,
an implementation-specific
computation of the current value of the time difference
between a master and a slave as computed by the slave.

96 bit number in 2**-16 ns,

This object MUST be read at the same time as
ieeeB8021AsCurrentDSOffsetFromMasterHs,
ieee8021AsCurrentDSOffsetFromMasterLs,
and least signi#ficant 32 bits

in order for thevread operation

represents most (highest)
of values, respectively,
to succeed.
REFERENCE "14.3.2"
:= { i1eeeB8021AsCurrentDS 3 }

ieee8021AsCurrentDSOffsetFromMasterLs OBJEGIT~TYPE

SYNTAX
UNITS
MAX-ACCESS
STATUS
DESCRIPTION

Integer32
"2**-16 ns"
read-only
current

"The least signififcant 32 bits of the offset,

96 bit number *in 2**-16 ns,

computation<®f the current value of the time difference
between amdster and a slave as computed by the slave.

This, object MUST be read at the same time as
ieed8021AsCurrentDSOffsetFromMasterHs,
ileee8021AsCurrentDSOffsetFromMasterMs,
and middle significant 32 bits
in order for the read operation

represents most (highest)
of values, respectively,
to succeed.

REFFERENCE "14.3.2"

rv= { 1eee8021AsCurrentDS 4 }

ieee8021AsCurrentDSLastGmPhaseChangelHs OBJECT-TYPE

signed

and
whigh

signed
an implementation-specific

and
which

SYNTAX Integer32
MAX-ACCLESS read-only
STATUS current
DESCRIPTION

"The value (see 10.2.3.106)

is the phase change that

occurred on the most recent change in either

grandmaster or gmTimeBaselIndicator

(see 9.2.2.2).

This object MUST be read at the same time as
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ieeeB8021AsCurrentDSLastGmPhaseChangeMs, and
ieeeB8021AsCurrentDSLastGmPhaseChangels, which
represents middle and least significant 32 bits of
values, respectively, in order for the read operation
to succeed.

REFERENCE

"14.3.3"

SYNTAX
MAX-ACCESS
STATUS

::= { i1eee8021AsCurrentDS 5}

ieeeB8021AsCurrentDSLastGmPhaseChangeMs OBJECT-TYPE

Unsigned32
read-only
current

DESCRIPTION
"The value (see 10.2.3.16) is the phase chapg® that
occurred on the most recent change in eifher

grandmaster or gmTimeBaselIndicator (see,92.2.2).

This object MUST be read at the samé\time as
ieeeB8021AsCurrentDSLastGmPhaseChangeHs, and
ieee8021AsCurrentDSLastGmPhasehangels, which
represents most and least signdficant 32 bits of
values, respectively, in oxder for the read operation
to succeed.

REFERENCE "14.3.3"

::= { ieee8021AsCurrentDS 6}

ieee8021AsCurrentDSLastGmPhaseCHangelLs OBJECT-TYPE

SYNTAX Unsigned32

MAX-ACCESS read-only

STATUS current

DESCRIPTION
"The yvalue (see 10.2.3.16) is the phase change that
ocecuipred on the most recent change in either
drahdmaster or gmTimeBaseIndicator (see 9.2.2.2).
This object MUST be read at the same time as
ieeeB8021AsCurrentDSLastGmPhaseChangeMs, and
ieeeB8021AsCurrentDSLastGmPhaseChangels, which
represents middle and least significant 32 bits of
values, respectively, in order for the read operation
to succeed.

REFERENCE "14.3.3"

.= { leeedUZIAsCurrentbhs /}

ieee8021AsCurrentDSLastGmFregChangeMs OBJECT-TYPE

SYNTAX Integer32
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"The value (see 10.2.3.17) is the frequency change that
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occurred on the most recent change in either grandmaster
or gmTimeBaseIndicator (see 9.2.2.2).

This object MUST be read at the same time as
ieee8021AsCurrentDSLastGmFregChangels, which
represents least significant 32 bits of the value
in order for the read operation to succeed.

REFERENCE "14.3.4"
::= { i1eee8021AsCurrentDS 8 }

ieee8021AsCurrentDSLastGmFregChangels OBJECT-TYPE

SYNTAX Unsigned32
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"The value (see 10.2.3.17) is the frequengy ‘*¢hange that
occurred on the most recent change in eifthér grandmaster
or gmTimeBaselIndicator (see 9.2.2.2).

This object MUST be read at the game time as
ieee8021AsCurrentDSLastGmFreqChangeMs, which
represents most significant 32-PBits of the value
in order for the read operatdon to succeed.

REFERENCE "14.3.4"
::= { i1eee8021AsCurrentDS 9 }

ieee8021AsCurrentDSGmTimebaseIndicator OBJECT-TYPE

SYNTAX Unsigned32 (0..65535)
MAX-ACCESS read-only

STATUS current

DESCRIPTION

"This reports the grandmaster’s time base change value
conveyed in the Sync message. The value is the value of
timeBaseIndicator of the current grandmaster (see 9.2.2.2
and19.6.2.2)

REFERENCE "14.3.5"

::= { Feee8021AsCurrentDS 10 }

ieeeB802AsCurrentDSGmChangeCount OBJECT-TYPE

SYNTAX Counter32
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"TN1S Statistics COUNLEer tracks the number oI times the
grandmaster has changed in a gPTP domain. This counter

increments when the PortAnnounceInformation state
machine enters the SUPERIOR MASTER PORT state or the
INFERIOR MASTER OR OTHER PORT state (see 10.3.11 and
Figure 10-13).

REFERENCE "14.3.6"
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::= { i1eee8021AsCurrentDS 11 }

ieee8021AsCurrentDSTimeOfLastGmChangeEvent OBJECT-TYPE

SYNTAX TimeStamp
UNITS "0.01 seconds"
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"This timestamp denotes the system time when the most
recent grandmaster change occurred in a gPTP domain.
This timestamp is updated when the
PortAnnounceInformation state machine enters the
SUPERIOR _MASTER PORT state or the
INFERIOR MASTER OR _OTHER PORT state (see 10.3.11 ‘and
Figure 10-13).

REFERENCE "14.3.7"

::= { ieee8021AsCurrentDS 12 }

ieee8021AsCurrentDSTimeOfLastGmFregChangeEvent OBJECT-TYPE

SYNTAX TimeStamp
UNITS "0.01 seconds"
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"This timestamp denotes<the system time when the most
recent change in grandmaster phase occured, due to a
change of either the 'grandmaster or the grandmaster
time base. This %fimestamp is updated when the
PortAnnounceInfigrmation state machine enters the
SUPERIOR _MASTER PORT state or the
INFERIOR MASTER OR OTHER PORT state (see 10.3.11 and
Figure 1@<%*3), and when the
ieee802AsCurrentDSGmTimebaseIndicator managed object
(seg; 14 .3.5) changes.

REFERENCE "14%3.8"

::= { ieee8021AsCurrentDS 13 }

ieeeB8021AscurrentDSTimeOfLastGmPhaseChangeEvent OBJECT-TYPE

SYNTAX TimeStamp
UNETS "0.01 seconds"
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"This timestamp denotes the system time when the most

Tecent change 1n grandmaster Lrequency occured, due to
a change of either the grandmaster or the grandmaster
time base. This timestamp is updated when the
PortAnnounceInformation state machine enters the
SUPERIOR MASTER PORT state or the
INFERIOR MASTER OR OTHER PORT state (see 10.3.11 and
Figure 10-13), and when the
ieeeB802AsCurrentDSGmTimebaseIndicator managed object
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(see 14.3.5) changes.

REFERENCE "14.3.9"
::= { i1eee8021AsCurrentDS 14 }

-—- The Parent data set represent timing upstream (toward grandmaster)

-- system’s parameters as measured at this system.
-- This data set is consistent with respective IEEE 1588 data set.

ieee8021AsParentDS
OBJECT IDENTIFIER ::= { ieee8021AsMIBObjects 3 }

ieee8021AsParentDSParentClockIdentity OBJECT-TYPE

SYNTAX ClockIdentity
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"Clock identifier (clockIdentity) @f\the local clock’s
parent clock. The default valugl/is set to
ieeeB8021AsDefaultDSClockIdentity:

If this time-aware system ds“the grandmaster, the value
is the clockIdentity of, this time-aware system.
If this time-aware systém is not the grandmaster, the
value is the clockIdentity of the MasterPort (see
Table 10-1) of thel’gPTP communication path attached to
the single slavekport of this time-aware system.
REFERENCE "14.4.1"
::= { 1eee8021AsParentDSS1 }

ieee8021AsParentDSParengPortNumber OBJECT-TYPE

SYNTAX Unsigned32 (0..65535)
MAX-ACCESS read-only

STATUS dusnrent

DESCRIPTION

YPort number (portNumber) of the local clock’s parent gPTP
port number.

If this time-aware system is the grandmaster, the value
is the gPTP portNumber of this time-aware system.

If this time-aware system is not the grandmaster, the
value is the portNumber of the MasterPort (see

Table 10-1) of the gPTP communication path attached to

The single gPITP slave port of this time-aware system.
"
REFERENCE "14.4.1"
DEFVAL { 0 }
:= { ieee8021AsParentDS 2 }

ieee8021AsParentDSCumlativeRateRatio OBJECT-TYPE
SYNTAX Integer32
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MAX-ACCESS read-only

STATUS current

DESCRIPTION
"The value is an estimate of the ratio of the frequency
of the grandmaster to the frequency of the LocalClock
entity of this time-aware system.

Cumulative rate ratio is expressed as the fractional

frequency offset multiplied by 2**41, i.e., the
quantity (rateRatio - 1.0) (2**41), where rateRatio is
computed by the PortSyncSyncReceive state machine (see
10.2.7.1.4).

REFERENCE "14.4.2"
::= { ieee8021AsParentDS 3 }

ieee8021AsParentDSGrandmasterIdentity OBJECT-TYPE

SYNTAX ClockIdentity
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"Clock identifier (clockIdentigw)‘*of the grandmaster.
The default value is set to
ieeeB8021AsDefaultDSClockIdentity."

REFERENCE "14.4.3"

::= { 1eeeB8021AsParentDS 4 }

ieee8021AsParentDSGrandmasterClockCGlass OBJECT-TYPE

SYNTAX IEEE8021ASClockClassValue
MAX-ACCESS read-only

STATUS current

DESCRIPTION

"Denotes the’ traceability of the time or frequency of the
grandmaster. The default value is set to
ieeeB021AsDefaultDSClockClass."

REFERENCE "14.04:4"
::= { i1eee8021AsParentDS 5 }

ieee8021AsParentDSGrandmasterClockAccuracy OBJECT-TYPE

SYNTAX IEEE8021ASClockAccuracyValue
MAX-ACEESS read-only

STATUS current

PESCRIPTION

"Characterizes the grandmaster clock for the purpose of
the best master clock algorithm. The default value is
set to ieee8021AsDefaultDSClockAccuracy."

REFERENCE T1a.4.5"
:= { ieeeB8021AsParentDS 6 }

ieeeB8021AsParentDSGrandmasterOffsetScaledlLogVariance OBJECT-TYPE

SYNTAX Integer32(-32768..32767)
MAX-ACCESS read-only

STATUS current

DESCRIPTION
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"Clock Allan variance of the local clock expressed as a
base-2 logarithm multiplied by a scale factor of 256.
Hysteresis is applied requiring the underlying computed
variance to move by at least 128 before a change is
reported. A value of -37268 indicates value is too large
to be represented or has not been computed.

The default value is set to
ieeeB8021AsDefaultDSOffsetScaledLogVariance."

REFERENCE "14.4.06"
::= { i1eee8021AsParentDS 7 }

ieee8021AsParentDSGrandmasterPriorityl OBJECT-TYPE

SYNTAX Unsigned32 (0..255)
MAX-ACCESS read-write

STATUS current
DESCRIPTION

"Grandmaster’s most-significant prioritysdeclaration in
the execution of the best master clock,a¥gorithm.

Lower values take precedence. The de€fault value is set
to ieee8021AsDefaultDSPriorityl."
REFERENCE "14.4.7"

:= { i1eeeB8021AsParentDS 8 }

ieeeB8021AsParentDSGrandmasterPriority2 OBJECT-TYPE

SYNTAX Unsigned32 (0..255)
MAX-ACCESS read-write

STATUS current
DESCRIPTION

"Grandmaster’s least*significant priority declaration in
the execution of (the best master clock algorithm.
Lower values take precedence. The default value is set to
ieee8021AsDefaultDSDSPriority2."

REFERENCE "14.4.8"

::= { ieee8021AsParentDS 9 }

-— TimePropertiegDS* represents the grandmaster’s parameters, as
-- measured at, this system and are derived from 802.1AS protocol.
-- This data set is consistent with respective IEEE 1588 data set.
ieee8021AsTimePropertiesDS

OBJBCT IDENTIFIER ::= { ieee8021AsMIBObjects 4 }

ieee8021AsTimePropertiesDSCurrentUtcOffset OBJECT-TYPE

SYNTAX Integer32(-32768..32767)
UNITS "seconds"

MAX-ACCESS read-only

STATUS current

DESCRIPTION

"The value is currentUtcOffset for the current grandmaster
(see Table 14.2.9). It is equal to the value of the global
variable currentUtcOffset (see 10.3.8.9). The value is in
units of seconds. The default value is set to
ieeeB8021AsDefaultDSCurrentUTCOffset."
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REFERENCE "14.5.1"
::= { 1eeeB8021AsTimePropertiesDS 1 }

ieeeB8021AsTimePropertiesDSCurrentUtcOffsetValid OBJECT-TYPE

SYNTAX TruthValue
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"True (1) if ieee8021AsTimePropertiesDSCurrentUTCOffset
is known to be correct; false (2) otherwise. The default
value is set to ieee8021AsDefaultDSCurrentUTCOffsetValid.

REFERENCE "14.5.2"
::= { 1eeeB8021AsTimePropertiesDS 2 }

ieee8021AsTimePropertiesDSLeap59 OBJECT-TYPE

SYNTAX TruthValue
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"The value is leapb59 for the cyxxént grandmaster (see
14.2.11). It is equal to the g¥obal variable leap59
(see 10.3.8.5).

A true (1) value indieates that the last minute of the
current UTC day, relatdéve to the ClockMaster entity of
this time-aware system, will contain 59 seconds.

The default valug is set to
ieee8021AsDefaultDSLeap59."
REFERENCE "14.5.3"
::= { 1eeeB8021AsTimePxgpertiesDS 3 }

ieeeB8021AsTimePropertiesDSLeap6l OBJECT-TYPE

SYNTAX TruthValue
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"The value is leap6l for the current grandmaster (see
14.2.12). It is equal to the global variable leapb59
(see 10.3.8.4).

A true (1) value indicates that the last minute of the
current UTC day, relative to the ClockMaster entity of
this time-aware system, will contain 61 seconds.The

detault value 1s set to
ieee8021AsDefaultDSLeap6bl."
REFERENCE "14.5.4"
:= { 1eee8021AsTimePropertiesDS 4 }

ieee8021AsTimePropertiesDSTimeTraceable OBJECT-TYPE

SYNTAX TruthValue
MAX-ACCESS read-only
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STATUS current
DESCRIPTION
"The value is timeTraceable for the current grandmaster
(see 14.2.13). It is equal to the global variable
timeTraceable (see 10.3.8.7).

True (1) if the timescale and the value of
timePropertiesDSCurrentUTCOffset are traceable to a

primary reference; false (2) otherwise. The default
value is set to ieee8021AsDefaultDSTimeTraceable."

REFERENCE "14.5.5"
::= { i1eeeB8021AsTimePropertiesDS 5 }

ieee8021AsTimePropertiesDSFrequencyTraceable OBJECT-TYPE

SYNTAX TruthValue
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"The value is frequencyTraceable fg@tr \the current
grandmaster (see 14.2.14). It is{equal to the global
variable frequencyTraceable (se&e*10.3.8.8).

True (1) if the frequency«determining the timescale is
traceable to a primary zefegrence; false (2) otherwise.
The default value 1is se€t to
ieeeB8021AsDefaultDSKFpeduencyTraceable."

REFERENCE "14.5.6"
::= { 1eeeB8021AsTimePropertiésDS 6 }

ieeeB8021AsTimePropertiesDSTimeSource OBJECT-TYPE

SYNTAX IEEE8021ASTd¥meSourceValue
MAX-ACCESS read-oniy

STATUS current

DESCRIPTION

"lhe*value is timeSource for the current grandmaster
(see 14.2.15). It is equal to the global variable
timeTraceable (see 10.3.8.10).

Indicates the source of time used by the grandmaster
clock.

The default value is set to
ieeeB8021AsDefaultDSTimeSource."

REFERENCE "14.5.7"

= { leeedUZIAsTimePropertiesbDs 7/ }

-- The Time-Sync parameters for each .1AS capable (gPTP) port.
-- One Table per Bridge Component or a end station.
-—- One entry per gPTP port.
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ieee8021AsPortDSIfTable OBJECT-TYPE

SYNTAX SEQUENCE OF Ieee8021AsPortDSIfEntry
MAX-ACCESS not-accessible

STATUS current

DESCRIPTION

"A table of gPTP port related variables in a time-aware
Bridge or for a time-aware end station. A value of 1 is used in
a bridge or an end station that does not have multiple

components.

For a given media port of a Bridge or an end station, there may
be one or more gPTP port, and depends whether a media port
supports point to point link (e.g. IEEE 802.3 Ethernet) or\pdint
to multi-point (e.g. CSN, IEEE 802.3 EPON, etc) links on ‘the
media port.

REFERENCE
"IEEE 802.1AS clause 14.6"

::= { 1eee8021AsMIBObjects 5 }

ieee8021AsPortDSIfEntry OBJECT-TYPE

SYNTAX Teee8021AsPortDSIfEntry
MAX-ACCESS not-accessible

STATUS current

DESCRIPTION

"A list of objects pertaining te<& gPTP port of a time-aware
bridge component or a time-awar€ end station.
INDEX { ieee8021AsBridgeBasePext,
ieee8021AsPortDSAsIfilndex }
::= { 1eeeB8021AsPortDSIfTable 1 }

Ieee8021AsPortDSIfEntry ::¢<

SEQUENCE {

ieee8021AsBridgeBasePort IEEE8021BridgePortNumber,
ieee8021AsBortDSAsIfIndex Integer32,
ieee8021AsPortDSClockIdentity ClockIdentity,
ieee8021AsPortDSPortNumber Unsigned32,
ieeg®021AsPortDSPortRole INTEGER,
ieee8021AsPortDSPttPortEnabled TruthValue,
ie€e8021AsPortDSIsMeasuringDelay TruthValue,
ieee8021AsPortDSAsCapable TruthValue,
ieeeB8021AsPortDSNeighborPropDelayHs Unsigned32,
ieee8021AsPortDSNeighborPropDelayMs Unsigned32,
ieee8021AsPortDSNeighborPropDelayLs Unsigned32,

ieee8021AsPortDSNeighborPropDelayThreshHs Unsigned32,

leeedUZ1IAsPortbDsoNelghborPropbelaylhreshMs unsigneds3Z,
ieee8021AsPortDSNeighborPropDelayThreshls Unsigned32,

ieee8021AsPortDSDelayAsymmetryHs Integer32,
ieee8021AsPortDSDelayAsymmetryMs Unsigned32,
ieeeB8021AsPortDSDelayAsymmetryLs Unsigned32,
ieeeB8021AsPortDSNeighborRateRatio Integer32,

ieee8021AsPortDSInitiallogAnnouncelnterval Integer32,
ieee8021AsPortDSCurrentLogAnnouncelnterval Integer32,
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ieee8021AsPortDSAnnounceReceiptTimeout Unsigned32,
ieeeB8021AsPortDSInitiallogSyncInterval Integer32,
ieee8021AsPortDSCurrentLogSyncInterval Integer3?2,
ieee8021AsPortDSSyncReceiptTimeout Unsigned32,

ieeeB8021AsPortDSSyncReceiptTimeoutTimeIntervallHs Unsigned32,
ieee8021AsPortDSSyncReceiptTimeoutTimeIntervalMs Unsigned32,
ieeeB8021AsPortDSSyncReceiptTimeoutTimeIntervalls Unsigned32,
ieee8021AsPortDSInitialLogPdelayReqgInterval Integer32,

ieee8021AsPortDSCurrentLogPdelayReqglInterval Integer32,

ieee8021AsPortDSAllowedLostResponses Unsigned32,
ieee8021AsPortDSVersionNumber Unsigned32,
ieee8021AsPortDSNupMs Unsigned32,
ieee8021AsPortDSNupLs Unsigned32,
ieee8021AsPortDSNdownMs Unsigned32,
ieee8021AsPortDSNdownLs Unsigned324

ieee8021AsPortDSAcceptableMasterTableEnabled TruthVialue

ieeeB8021AsBridgeBasePort OBJECT-TYPE

SYNTAX IEEE8021BridgePortNumber
MAX-ACCESS not-accessible

STATUS current

DESCRIPTION

"This object identifies the ¢onidge port number of
the port for which this ent2y contains bridge management
information. For end st&tions, this port number shall
be (1)."

REFERENCE "IEEE Std 802.1AS POrtDS Group gPTP Port Index"

::= { 1eee8021AsPortDSIfEntry%i) }

ieee8021AsPortDSAsIfIndex OBJECT-TYPE

SYNTAX InterfacelIndexOrZero
MAX-ACCESS not-accessible
STATUS current

DESCRIPTION

"Thig ;0bject identifies the gPTP interface group within
the“system for which this entry contains information. It
is the value of the instance of the IfIndex object,
defined in the IF-MIB, for the gPTP interface group
corresponding to this port, or the value 0 if the port
has not been bound to an underlying frame source and
sink.

For a given media port of a Bridge or an end station,
there may be one or more gPTP port, and depends whether
a media port supports point to point link (e.g. IEEE

BU0Z.3 Ethernet) or polnt to multi-point (e.g. CoN, I[EEE
802.3 EPON, etc) links on the media port."
REFERENCE "IEEE Std 802.1AS PortDS Group gPTP Port Index"
:= { i1eee8021AsPortDSIfEntry 2 }

ieee8021AsPortDSClockIdentity OBJECT-TYPE

SYNTAX ClockIdentity
MAX-ACCESS read-only
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STATUS current

DESCRIPTION
"The clockIdentity is an 8 octet array formed by
mapping an IEEE EUI-48 assigned to the time-aware system
to IEEE EUI-64 format (i.e., to an array of 8 octets).
The EUI-48 shall be an Ethernet MAC address owned by the
organization creating the instance of a clockIdentity
under the terms of this subclause. The organization

owning the MAC address shall ensure that the
MAC address is used in generating only a single instance
of a clockIdentity, for example by requiring that the
MAC address be a MAC address embedded in the device
identified by the clockIdentity. The mapping ruleS§»for
constructing the EUI-64 from the EUI-48 shall be ‘those
specified by the IEEE [B2]. The 8 octets of thes/created
IEEE EUI-64 shall be assigned in order to gh® 8 octet
array clockIdentity with most significang, octet of the
IEEE EUI-64 assigned to the clockIdentiyvoctet array
member with index 0. (see 8.5.2.2)."

REFERENCE "14.6.2"

:= { 1eeeB8021AsPortDSIfEntry 3 }

ieee8021AsPortDSPortNumber OBJECT-TYPE

SYNTAX Unsigned32 (0..65535)
MAX-ACCESS read-only

STATUS current

DESCRIPTION

"The portNumber vallie for a port on a time-aware end
station (i.e., (@ time-aware system supporting a single
gPTP port) siall be 1. The portNumber values for the
gPTP ports<®h a time-aware bridgeBridge supporting N

ports shalli~be 1, 2, .., N, respectively (see 8.5.2.3)

REFERENCE "14.6.2"
::= { 1eee8021AsPortDSIfEntry 4 }

ieee8021AsPortDSRontRole OBJECT-TYPE

SYNTAX INTEGER {
d¥sabledPort (3),
masterPort (6),
passivePort (7),
slavePort (9)

}

MAX-ACCESS read-only

STATUS current

DESCRIPTION

202

"The value 1s the value oOf the port role of this port
(see Table 10-1), and is taken from the enumeration in
Table 14-5. All other values reserved. The enumeration
values are consistent with IEEE Std 1588TM-2008,
Table 8. The default value is 3 (DisabledPort)."
REFERENCE "14.6.3"
DEFVAL { 3 }
::= { 1eee8021AsPortDSIfEntry 5 }
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ieee8021AsPortDSPttPortEnabled OBJECT-TYPE

SYNTAX TruthValue
MAX-ACCESS read-write
STATUS current
DESCRIPTION

"802.1AS function enable for a given port. True (1) if

the time-synchronization and best master selection
functions of the port are enabled;
False (2) otherwise (see 10.2.4.12).

The contents of this table SHALL be maintained actesSs a
restart of the system.

REFERENCE "14.6.4"

DEFVAL { 1 }

{ ieee8021AsPortDSIfEntry 6 }

ieee8021AsPortDSIsMeasuringDelay OBJECT-TYPE

SYNTAX TruthValue
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"True (1) if the port is~ieasuring link propagation delay;
The value is equal t@)tHe value of the Boolean
isMeasuringPdDelay s\fs€e 11.2.12.5 and E.4.3.2)
False (2) otherwisel"
REFERENCE "14.6.5"
DEFVAL { 2 }
::= { 1eee8021AsPortDSIfEntry 7 }

ieee8021AsPortDSAsCapabie OBJECT-TYPE

SYNTAX TruthValue
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"True (1) if and only if it is determined that this
time-aware system and the time-aware system at the
other ends of the link attached to this port can
interoperate with each other via the IEEE 802.1AS
protocol; False (2) otherwise."

REFERENCE "14.6.6"
:= { i1eee8021AsPortDSIfEntry 8 }

ieeeB8021AsPortDSNeighborPropDelayHs OBJECT-TYPE

SYNTAX Unsigned32

UNITS "2**-16 ns * 2**64"
MAX-ACCESS read-only

STATUS current

DESCRIPTION

"The most (highest) significant 32 bits, unsigned
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96 bit number in 2**-16 ns, the value is equal to the
value of the per-port global variable

neighborPropDelay (see 10.2.4.6). It is an

estimate of the current one-way propagation time on the
link attached to this port, measured as specified for
the respective medium (see 11.2.15, 12.5, and E.4).

The value is zero for ports attached to IEEE 802.3 EPON
links and for the master port of an IEEE 802.11 link,

REFERENCE

SYNTAX
UNITS
MAX-ACCESS
STATUS
DESCRIPTION

DEFVAL { 0 }
:= { 1eeeB8021AsPortDSIfEntry 9 }

because one-way propagation delay is not measured on
the latter and not directly measured on the former. It
is recommended that the data type be scaled in ns. The
initialization value is zero.

This object MUST be read at the same time as
ieee8021AsPortDSNeighborPropDelayMs, and
ieee8021AsPortDSNeighborPropDelayLs, which

represents middle and least significant 32 bits

of values, respectively, in order for thevread operation
to succeed.

"14.6.7"

ieee8021AsPortDSNeighborPropDelayMs OBJECTC-IYPE

Unsigned32

"2**-16 ns * 2**32"
read-only

current

"The second mdgt (middle) significant 32 bits, unsigned
96 bit number in 2**-16 ns, the value is equal to the
value of(the per-port global variable
neighberPropDelay (see 10.2.4.6). It is an
estimate of the current one-way propagation time on the
lidk*attached to this port, measured as specified for
the respective medium (see 11.2.15, 12.5, and E.4).

The value is zero for ports attached to IEEE 802.3 EPON
links and for the master port of an IEEE 802.11 link,
because one-way propagation delay is not measured on
the latter and not directly measured on the former. It
is recommended that the data type be scaled in ns. The
initialization value is zero.

This object MUST be read at the same time as
ieee8021AsPortDSNeighborPropDelayHs, and

REFERENCE

DEFVAL { 0 }

Teee8UZIAsPortDsNe1ghborPropbelayLs, which

represents most (highest) and least significant 32 bits
of values, respectively, in order for the read operation
to succeed.

"14.6.7"

::= { i1eee8021AsPortDSIfEntry 10 }

204
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ieee8021AsPortDSNeighborPropDelayLs OBJECT-TYPE

SYNTAX Unsigned32
UNITS "2**-16 ns"
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"The least significant 32 bits, unsigned

96 bit number in 2**-16 ns, the value is equal to the
value of the per-port global variable

neighborPropDelay (see 10.2.4.6). It is an

estimate of the current one-way propagation time ¢n, fhe
link attached to this port, measured as specifie@~for
the respective medium (see 11.2.15, 12.5, and_ E.¥4).

The value is zero for ports attached to IEEE~N802.3 EPON
links and for the master port of an IEEE 80@2.11 link,
because one-way propagation delay is nof, measured on
the latter and not directly measured & the former. It
is recommended that the data type be'&caled in ns. The
initialization value is zero.

This object MUST be read at thessame time as
ieee8021AsPortDSNeighborPropleldyHs, and
ieee8021AsPortDSNeighborPragpDelayMs, which
represents most (highest) @nd middle significant 32 bits
of values, respectively,{in order for the read operation
to succeed.

REFERENCE "14.6.7"

DEFVAL { 0 }

::= { 1eeeB8021AsPortDSIfErftry 11 }

ieee8021AsPortDSNeighbosPropDelayThreshHs OBJECT-TYPE

SYNTAX Unsigned32

UNITS "2XX516 ns * 2 ** 64"
MAX-ACCESS read-write

STATUS current

DESCRIPTI®ON

"The most (highest) significant 32 bits, unsigned

96 bit number in 2**-16 ns, the value is equal to the
value of the per-port global variable
neighborPropDelayThresh (see 11.2.12.5). It

is the propagation time threshold, above which a port
is not considered capable of participating in the
802.1AS protocol

This object MUST be read or written at the same time as
ieee8021AsPortDSNeighborPropDelayThreshMs, and
ieee8021AsPortDSNeighborPropDelayThreshlLs, which
represents middle and least significant 32 bits

of values, respectively, in order for the read or write
operation to succeed.
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The contents of this variable SHALL be maintained
across a restart of the system.

REFERENCE "14.6.8"

::= { 1eeeB8021AsPortDSIfEntry 12 }

ieee8021AsPortDSNeighborPropDelayThreshMs OBJECT-TYPE

SYNTAX Unsigned32

UNITS "2*%*%-16 ns * 2 ** 32"
MAX-ACCESS read-write

STATUS current

DESCRIPTION

"The middle significant 32 bits, unsigned

96 bit number in 2**-16 ns, the value is equal_to: the
value of the per-port global variable
neighborPropDelayThresh (see 11.2.12.5). It

is the propagation time threshold, aboveswhich a port
is not considered capable of participating in the
802.1AS protocol

This object MUST be read or writfleti at the same time as
ieee8021AsPortDSNeighborPropDellayThreshHs, and
ieee8021AsPortDSNeighborPropleldyThreshLs, which
represents most (highest) and least significant 32 bits
of values, respectively,, i) order for the read or write
operation to succeed.

The contents of this variable SHALL be maintained
across a restart ©fSthe system.

REFERENCE "14.6.8"

::= { i1eee8021AsPortDSIfEntry 13 }

ieee8021AsPortDSNeighbosPropDelayThreshLs OBJECT-TYPE

SYNTAX Unsigned32
UNITS "2XX516 ns"
MAX-ACCESS read-write
STATUS current
DESCRIPTI®ON

"The least significant 32 bits, unsigned

96 bit number in 2**-16 ns, the value is equal to the
value of the per-port global variable
neighborPropDelayThresh (see 11.2.12.5). It

is the propagation time threshold, above which a port
is not considered capable of participating in the
802.1AS protocol

This object MUST be read at the same time as
ieee8021AsPortDSNeighborPropDelayThreshHs, and
ieee8021AsPortDSNeighborPropDelayThreshMs, which
represents most (highest) and middle significant 32 bits
of values, respectively, in order for the read or write
operation to succeed.
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The contents of this variable SHALL be maintained
across a restart of the system.

REFERENCE "14.6.8"

::= { 1eeeB8021AsPortDSIfEntry 14 }

ieee8021AsPortDSDelayAsymmetryHs OBJECT-TYPE

SYNTAX Integer32

UNITS "2*%*%-16 ns * 2**64"
MAX-ACCESS read-write

STATUS current

DESCRIPTION

"The most (highest) significant 32 bits, signed
96 bit number in 2**-16 ns.
The value is the asymmetry in the propagation ldelay on
the link attached to this port relative tp“the
grandmaster time base, as defined in 8.3, If
propagation delay asymmetry is not model€d, then
delayAsymmetry is O.

This object MUST be read or writfleti at the same time as
ieee8021AsPortDSDelayAsymmetryMs}) *and
ieee8021AsPortDSDelayAsymmetxyls, which

represents middle and least. sdignificant 32 bits

of values, respectively,, i0) order for the read or write
operation to succeed.

The contents of this variable SHALL be maintained
across a restart ©@fSthe system.

REFERENCE "14.6.9 and 8 X3

::= { 1eee8021AsPortDSIfEntry 15 }

ieee8021AsPortDSDelayAsymmetryMs OBJECT-TYPE

SYNTAX Unsigned32

UNITS "2XX5916 ns * 2*x*32"
MAX-ACCESS read-write

STATUS current

DESCRIPTI®ON

"The middle significant 32 bits, signed
96 bit number in 2**-16 ns.
The value is the asymmetry in the propagation delay on
the link attached to this port relative to the
grandmaster time base, as defined in 8.3. If
propagation delay asymmetry is not modeled, then
delayAsymmetry is O.

This object MUST be read or written at the same time as
ieee8021AsPortDSDelayAsymmetryHs, and
ieee8021AsPortDSDelayAsymmetryLs, which

represents middle and least significant 32 bits

of values, respectively, in order for the read or write
operation to succeed.
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The contents of this variable SHALL be maintained
across a restart of the system.

REFERENCE "14.6.9 and 8.3"

::= { 1eeeB8021AsPortDSIfEntry 16 }

ieee8021AsPortDSDelayAsymmetryLs OBJECT-TYPE

SYNTAX Unsigned32
UNITS "2*%*%-16 ns"
MAX-ACCESS read-write
STATUS current
DESCRIPTION

"The least significant 32 bits, signed
96 bit number in 2**-16 ns.
The value is the asymmetry in the propagation ldelay on
the link attached to this port relative tp“the
grandmaster time base, as defined in 8.3, If
propagation delay asymmetry is not model€d, then
delayAsymmetry is O.

This object MUST be read or writflefi at the same time as
ieee8021AsPortDSDelayAsymmetryHs) *and
ieee8021AsPortDSDelayAsymmetxyls, which

represents most (highest) and least significant 32 bits
of values, respectively,, i0) order for the read or write
operation to succeed.

The contents of this variable SHALL be maintained
across a restart ®fithe system.

REFERENCE "14.6.9 and 8 X3

::= { i1eee8021AsPortDSIfEntry 17 }

ieeeB8021AsPortDSNeighborRateRatio OBJECT-TYPE

SYNTAX Int€ger32
MAX-ACCESS read-only
STATUS current
DESCRIPTI®ON

"The value is an estimate of the ratio of the frequency of
the LocalClock entity of the time-aware system at the
other end of the link attached to this port, to the
frequency of the LocalClock entity of this time-aware
system (see 10.2.4.6). Neighbor rate ratio is expressed
as the fractional frequency offset multiplied by 2**41,
i.e., the quantity (neighborRateRatio - 1.0) (2**41)."

REFERENCE “1l4.0.107
:= { ieee8021AsPortDSIfEntry 18 }

ieee8021AsPortDSInitialLogAnnouncelInterval OBJECT-TYPE

SYNTAX Integer32(-128..127)
MAX-ACCESS read-write
STATUS current
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DESCRIPTION
"The value is the logarithm to the base 2 of the of the
announce interval used when
(a) the port is initialized, or
(b) a message interval request TLV is received with
announcelInterval field set to 126 (see 10.6.2.2 and
and the AnnouncelIntervalSetting state machine
10.3.14)
The default value is 0.
The contents of this variable SHALL be maintained
across a restart of the system.
REFERENCE "14.6.11"

DEFVAL { 0 }
::= { i1eee8021AsPortDSIfEntry 19 }

ieee8021AsPortDSCurrentLogAnnouncelInterval OBJECT-TYPE

SYNTAX Integer32(-128..127)
MAX-ACCESS read-only

STATUS current

DESCRIPTION

"The value is the logarithm %o the base 2 of the of the
current announce transmissgion interval.

The currentLogAnnouncedlfiterval specifies the current
value of the announe@ “nterval.
Every port supports, the value 127; the port does not
send Announce messdages when currentLogAnnouncelnterval
has this value ({see 10.3.14). A port may support other
values, excepl for the reserved values -128 through -
125, inclusive, and 124 through 126, inclusive. A port
ignores xe€duests (see 10.3.14) for unsupported values.
"
REFERENCE ~ "14.6. I¥"
::= { 1eee8021AdBOrtDSIfEntry 20 }

ieee8021AsPorthSAnnounceReceiptTimeout OBJECT-TYPE

SYNTAX Unsigned32 (0..255)
MAX-ACEESS read-write

STATUS current
PESCRIPTION

"The value of this attribute tells a slave port the number
of sync intervals to wait without receiving
synchronization information, before assuming that the

Master 1s no longer transmitting synchronization
information, and that the BMC algorithm needs to be
run, if appropriate. The condition of the slave port
not receiving synchronization information for
syncReceiptTimeout sync intervals is referred to as
‘sync receipt timeout’.

The default value is 2 (see 10.6.3.2).
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The contents of this variable SHALL be maintained
across a restart of the system.

REFERENCE "14.6.13"

DEFVAL { 2 }

::= { 1eee8021AsPortDSIfEntry 21 }

ieee8021AsPortDSInitialLogSyncInterval OBJECT-TYPE

SYNTAX Integer32(-128..127)
MAX-ACCESS read-write

STATUS current

DESCRIPTION

"The value is the logarithm to the base 2 of (the
sync interval used when,
(a) the port is initialized, or
(b) a message interval request TLV isd{pecdeived with the
timeSyncInterval field set to 126%(see 10.6.2.3,
11.5.2.3, 12.6.2, 13.9.2, and the
LinkDelaySyncIntervalSetting state machine, 11.2.17).

The initialization value is (=3 (see 10.6.2.3).

The contents of this varidble SHALL be maintained
across a restart of the\sSystem.

REFERENCE "14.6.14"
DEFVAL { -3 }
::= { 1eee8021AsPortDSIfEntry) 22 }

ieee8021AsPortDSCurrentlLogSyReInterval OBJECT-TYPE

SYNTAX Integer32(5128..127)
MAX-ACCESS read-oniy

STATUS current

DESCRIPTION

"(The value is the logarithm to the base 2 of the

current time-synchronization transmission interval, see
10.6.2.3.

The initialization value is -3.

RERERENCE "14.6.15"
DEFVAL { -3 }
::= { 1eee8021AsPortDSIfEntry 23 }

ieeeB8021AsPortDSSyncReceiptTimeout OBJECT-TYPE

SYNTAX Unsigned32(0..255)
MAX-ACCESS read-write

STATUS current
DESCRIPTION

"The value is the number of time-synchronization
transmission intervals that a slave port waits without

210 Copyright © 2011 IEEE. All rights reserved.


https://iecnorm.com/api/?name=ea2d0c1e30b8bffe01e7cce011b2b8f3

ISO/IEC/IEEE 8802-1AS:2014(E)

IEEE
TIMING AND SYNCHRONIZATION FOR TIME-SENSITIVE APPLICATIONS IN BRIDGED LANS Std 802.1AS-2011

receiving synchronization information, before assuming
that the master is no longer transmitting
synchronization information and that the BMCA needs to
be run, if appropriate.
The initialziation value is 3 (see 10.6.3.1).

The contents of this variable SHALL be maintained
across a restart of the system.

REFERENCE "l4.6.16"
DEFVAL { 3 }
::= { 1eee8021AsPortDSIfEntry 24 }

ieeeB8021AsPortDSSyncReceiptTimeoutTimeIntervallHs OBJECT-TYPE

SYNTAX Unsigned32
UNITS "2**-16 ns"
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"The most (highest) significant 32 bits, of unsigned

96 bit number in 2**-16 ns.

The value is equal to the value“of the per port global
variable syncReceiptTimeouttTitmeInterval (see 10.2.4.2).
It is the time interval afiter which sync receipt
timeout occurs if timem=g¢ynchronization information has
not been received durxdng the interval.

This object MUST %e)read at the same time as
ieee8021AsPortDS8yncReceiptTimeoutTimeIntervalMs, and
ieeeB8021AsPortDSSyncReceiptTimeoutTimeIntervalls, which
represents middle and least significant 32 bits

of values;\respectively, in order for the read
operatien to succeed.

Defdwlt value is calculated per 10.2.4.2, or
'0QO0 0000 0000 165A OBCO 0000'h.

The contents of this variable SHALL be maintained
across a restart of the system.

REFFERENCE "14.6.17"

PEEVAL { "00000000'h }

:7= { 1eeeB8021AsPortDSIfEntry 25 }

1eee8021AsPortDSSyncReceiptTimeoutTimeIntervalMs OBJECT-TYPE

SYNTA unsignedsz

UNITS "2*%*%-16 ns * 2**32"
MAX-ACCESS read-only

STATUS current

DESCRIPTION

"The middle significant 32 bits, unsigned
96 bit number in 2**-16 ns.
The value is equal to the value of the per port global
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variable syncReceiptTimeoutTimeInterval (see 10.2.4.2).
It is the time interval after which sync receipt
timeout occurs if time-synchronization information has
not been received during the interval.

This object MUST be read at the same time as
ieee8021AsPortDSSyncReceiptTimeoutTimeIntervalHs, and
ieeeB8021AsPortDSSyncReceiptTimeoutTimeIntervalls, which

represents most (highest) and least significant 32 bits
of values, respectively, in order for the read
operation to succeed.

Default value is calculated per 10.2.4.2, or
'0000 0000 0000 165A OBCO 0000'h.

The contents of this variable SHALL be mainpt@ined
across a restart of the system.
REFERENCE "14.6.17"
DEFVAL { ’0000165A’h }
:= { 1eeeB8021AsPortDSIfEntry 26 }

ieee8021AsPortDSSyncReceiptTimeoutTimeIntervalls OBJECT-TYPE

SYNTAX Unsigned32
UNITS "2**-16 ns"
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"The least signifi®ant 32 bits, unsigned

96 bit number in/2**-16 ns.

The value is €gual to the value of the per port global
variable syn€ReceiptTimeoutTimelInterval (see 10.2.4.2).
It is the\€ime interval after which sync receipt
timeout~occurs if time-synchronization information has
not been received during the interval.

This object MUST be read at the same time as
ieee8021AsPortDSSyncReceiptTimeoutTimeIntervalHs, and
ieeeB8021AsPortDSSyncReceiptTimeoutTimeIntervalMs, which
represents most (highest) and middle significant 32 bits
of values, respectively, in order for the read

operation to succeed.

Default value is calculated per 10.2.4.2, or
'0000 0000 0000 165A OBCO 0000'h.

The contents oI thilis varlable SHALL De malintalned
across a restart of the system.

REFERENCE "14.6.17"

DEFVAL { ’"0BC0O0000"h }

::= { 1eeeB8021AsPortDSIfEntry 27 }
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ieeeB8021AsPortDSInitiallogPdelayReglInterval OBJECT-TYPE

SYNTAX Integer32(-128..127)
MAX-ACCESS read-write

STATUS current

DESCRIPTION

"For full-duplex, IEEE 802.3 media and CSN media that use
the peer delay mechanism to measure path delay (see
E.4.3.1), the value is the logarithm to the base 2 of the

Pdelay Req message transmission interval used when,

(a) the port is initialized, or

(b) a message interval request TLV is received with the
linkDelayInterval field set to 126 (see 11.5.2¢2 4nd
the LinkDelaySyncIntervalSetting state machin&y;
11.2.17) .

For these media, the initialization value is()0.
For all other media, the value is 127.

The contents of this variable SHALL ke maintained
across a restart of the system.
REFERENCE "14.6.18"
:= { 1eeeB8021AsPortDSIfEntry 28 }

ieee8021AsPortDSCurrentLogPdelayReqglInteryal OBJECT-TYPE

SYNTAX Integer32(-128..127)
MAX-ACCESS read-only

STATUS current

DESCRIPTION

"For full-duplex{/yIEEE 802.3 media and CSN media that use
the peer delaywmechanism to measure path delay (see
E.4.3.1), thé‘value is the logarithm to the base 2 of the
current Pdefay Req message transmission interval,

see 11.5.2.2.

For (@l other media, the value is 127.

The contents of this variable SHALL be maintained
across a restart of the system.

REFERENEE "14.6.19"
AN 1eee8021AsPortDSIfEntry 29 }

ieee8021AsPortDSAllowedLostResponses OBJECT-TYPE

SYNTAX Unsigned32 (0..65535)
MAX-ACCLESS read-write

STATUS current

DESCRIPTION

"The value is equal to the value of the per-port global
variable allowedLostResponses (see 11.2.12.4). It is
the number of Pdelay Req messages for which a wvalid
response is not received, above which a port is
considered to not be exchanging peer delay messages
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with its neighbor.

REFERENCE "14.6.20 and 11.5.3"
DEFVAL { 3 }
::= { i1eee8021AsPortDSIfEntry 30 }

ieee8021AsPortDSVersionNumber OBJECT-TYPE

SYNTAX Unsigned32 (0..63)
MAX-ACCESS read-only

STATUS current
DESCRIPTION

"Indicates the PTP version in use on the port.
The version number for this standard is set (ta
the value 2 (see 10.5.2.2.3).

The contents of this variable SHALL be ra¥ntained
across a restart of the system.

REFERENCE "l14.6.21"
DEFVAL { 2 }
:= { i1eeeB8021AsPortDSIfEntry 31 }

ieee8021AsPortDSNupMs OBJECT-TYPE

SYNTAX Unsigned32
MAX-ACCESS read-write
STATUS current
DESCRIPTION

"The most significant 32 bits, of unsigned

64 bit fixedipoint number between 0 and less than 2.

For an OLT\port of an IEEE 802.3 EPON link, the value is
the effective index of refraction for the EPON upstream
wavelength light of the optical path (see 13.1.4 and
13:841.2). The default value is

1(.46770 for 1 Gb/s upstream links, and

1.46773 for 10 Gb/s upstream links.

For all other ports, the wvalue is O.

This object MUST be read or written at the same time as
ieee8021AsPortDSNupLs, which represents least
significant 32 bits of the value in order for the read
or write operation to succeed.

The contents of this variable SHALL be maintained

across a restart or the system.

REFERENCE "14.6.22"
:= { ieee8021AsPortDSIfEntry 32 }

ieee8021AsPortDSNupLs OBJECT-TYPE

SYNTAX Unsigned32
MAX-ACCESS read-write
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STATUS current

DESCRIPTION
"The least significant 32 bits, of unsigned
64 bit fixed point number between 0 and less than 2.
For an OLT port of an IEEE 802.3 EPON link, the value 1is
the effective index of refraction for the EPON upstream
wavelength light of the optical path (see 13.1.4 and
13.8.1.2). The default value 1is

1.46770 for 1 Gb/s upstream links, and
1.46773 for 10 Gb/s upstream links.

For all other ports, the value is 0.

This object MUST be read or written at the same ,fime as
ieee8021AsPortDSNupMs, which represents the mogt
significant 32 bits of the value in order £0® the read
or write operation to succeed.

The contents of this variable SHALL ke /maintained
across a restart of the system.
REFERENCE "14.6.22"
:= { i1eeeB8021AsPortDSIfEntry 33 }

ieee8021AsPortDSNdownMs OBJECT-TYPE

SYNTAX Unsigned32
MAX-ACCESS read-write
STATUS current
DESCRIPTION

"The least signifiicant 32 bits, of unsigned

64 bit fixed point number between 0 and less than 2.

For an OLT wort of an IEEE 802.3 EPON link, the value is
the effective index of refraction for the EPON
downstream wavelength light of the optical path (see
13.1.4 and 13.8.1.2.2). The default value is

1.468805 for 1 Gb/s downstream links, and

1(.46851 for 10 Gb/s downstream links.

For all other ports, the wvalue is O.

This object MUST be read or written at the same time as
ieee8021AsPortDSNdownLs, which represents the least
significant 32 bits of the value in order for the read

or write operation to succeed.

The contents of this variable SHALL be maintained

aCross a restart Of the system.
REFERENCE "14.6.23"
:= { ieee8021AsPortDSIfEntry 34 }

ieee8021AsPortDSNdownLs OBJECT-TYPE

SYNTAX Unsigned32
MAX-ACCESS read-write
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STATUS current
DESCRIPTION
"The least significant 32 bits, of unsigned
64 bit fixed point number between 0 and less than 2.
For an OLT port of an IEEE 802.3 EPON link, the value is
the effective index of refraction for the EPON
downstream wavelength light of the optical path (see
13.1.4 and 13.8.1.2.1). The default value is

1.46805 for 1 Gb/s downstream links, and
1.46851 for 10 Gb/s downstream links.

For all other ports, the value is 0.

This object MUST be read or written at the same ,fime as
ieee8021AsPortDSNdownMs, which represents the~mést
significant 32 bits of the value in order £0® the read
or write operation to succeed.

The contents of this variable SHALL ke/maintained
across a restart of the system.
REFERENCE "14.6.23"
:= { 1eeeB8021AsPortDSIfEntry 35 }

ieeeB8021AsPortDSAcceptableMasterTableEnablled OBJECT-TYPE

SYNTAX TruthValue
MAX-ACCESS read-write
STATUS current
DESCRIPTION

"True (1) 1if accéptableMasterTableEnabled (see 13.1.3.1)
and 13.1.3.5)>1s true and an ONU port attached to an
IEEE 802.3<EPON link in a time-aware system.

Falsg; (2), otherwise.
The default value is FALSE.

The contents of this variable SHALL be maintained
across a restart of the system.

REFERENCE "14.6.24"

DEFVAL { false }

= { 1eee8021AsPortDSIfEntry 36 }

$# The Statistics for each .1AS capable port.

—-— One Table per Bridge Component or a end stacion.
-—- One entry per port.

ieee8021AsPortStatIfTable OBJECT-TYPE

SYNTAX SEQUENCE OF Ieee8021AsPortStatIfEntry
MAX-ACCESS not-accessible
STATUS current
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DESCRIPTION
"A table of time-aware port related counters in a gPTP domain.
A value of 1 is used in a bridge or an end station that does not
have multiple components.
REFERENCE
"IEEE 802.1AS clause 14.7"
::= { 1eeeB8021AsMIBObjects 6 }

ieee8021AsPortStatIfEntry OBJECT-TYPE

SYNTAX Teee8021AsPortStatIfEntry
MAX-ACCESS not-accessible

STATUS current

DESCRIPTION

"A list of statistics pertaining to a port of a gPTP domdin.
This statistics table uses i1ieee8021AsPortDSAsIfIndgx|) and
corresponds to ieee8021ASPortDSTable entries.

INDEX { ieee8021AsBridgeBasePort,
ieee8021AsPortDSAsIfIndex }
:= { ieeeB8021lAsPortStatIfTable 1 }

Ieee8021AsPortStatIfEntry ::=

SEQUENCE {
ieee8021AsPortStatRxSyncCount Counter32,
ieee8021AsPortStatRxFollowUpCeutit Counter32,
ieee8021AsPortStatRxPdelayRequest Counter32,
ieee8021AsPortStatRxPdelayResponse Counter32,
ieeeB8021AsPortStatRxPdelayResponseFollowUp Counter32,
ieee8021AsPortStatRxAnrngunce Counter32,
ieee8021AsPortStatRxPLPPacketDiscard Counter32,
ieee8021AsPortStatR¥SyncReceiptTimeouts Counter3z,
ieee8021AsPortStatAnnounceReceiptTimeouts Counter32,

ieee8021AsPortStatPdelayAllowedLostResponsesExceeded
Counter32,

ieeeB8021AsBortStatTxSyncCount Counter32,
ieee8021AsPortStatTxFollowUpCount Counter32,
ieee8021AsPortStatTxPdelayRequest Counter32,
ieecB®021AsPortStatTxPdelayResponse Counter32,
ieeeB8021AsPortStatTxPdelayResponseFollowUp Counter32,
ie€eB8021AsPortStatTxAnnounce Counter32

ieee8021AsPortStatRxSyncCount OBJECT-TYPE

SYNTAX Counter32
MAX-ACCESS read-only
STATUS currenc
DESCRIPTION

"A counter that increments every time synchronization
information is received, denoted by a transition to
TRUE from FALSE of the rcvdSync variable of the
MDSyncReceiveSM state machine (see 11.2.13.1.2 and
Figure 11-6), when in the DISCARD or WAITING FOR SYNC
states; or rcvdIndication transitions to TRUE (see
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Figure 12-4).

REFERENCE "14.7.2"
::= { i1eeeB8021AsPortStatIfEntry 1 }

ieeeB8021AsPortStatRxFollowUpCount OBJECT-TYPE

SYNTAX Counter32
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"A counter that increments every time a Follow Up message
is received, denoted by a transition to TRUE from PFALSE
of the rcvdFollowUp variable of the MDSyncReceiveSM
state machine (see 11.2.13.1.3 and Figure 11-6) ,when in
the WAITING FOR FOLLOW UP state.

REFERENCE "14.7.3"
::= { ieee8021AsPortStatIfEntry 2 }

ieee8021AsPortStatRxPdelayRequest OBJECT-TYPE

SYNTAX Counter32
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"A counter that increments,eiery time a Pdelay Req message
is received, denoted by, <af{transition to TRUE from FALSE
of the rcvdPdelayReq varifable of the MDPdelayResp state
machine (see 11.2.1601.1 and Figure 11-9) when in the
WAITING FOR PDELA¥OREQ or INITIAL WAITING FOR PDELAY REQ
States.

REFERENCE "14.7.4"

::= { 1eeeB8021AsPortStatIfEntry 3 }

ieeeB8021AsPortStatRxPdetayResponse OBJECT-TYPE

SYNTAX Courlter32
MAX-ACCESS read-only
STATUS current
DESCRIPTI®ON

"A counter that increments every time a Pdelay Resp
message 1s received, denoted by a transition to TRUE
from FALSE of the rcvdPdelayResp variable of the
MDPdelayReq state machine (see 11.2.15.1.2 and Figure
11-8) when in the WAITING FOR PDELAY RESP state.

REFERENCE "14.7.5"

.= { leeedUZIAsPortsStatlIikEntry 4 }

ieee8021AsPortStatRxPdelayResponseFollowUp OBJECT-TYPE

SYNTAX Counter32
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"A counter that increments every time a
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Pdelay Resp Follow Up message is received, denoted by a
transition to TRUE from FALSE of the
rcvdPdelayRespFollowUp variable of the MDPdelayReq
state machine (see 11.2.15.1.4 and Figure 11-8) when in
the WAITING FOR PDELAY RESP FOLLOW UP state.

REFERENCE "14.7.6"

::= { 1eeeB8021AsPortStatIfEntry 5 }

ieee8021AsPortStatRxAnnounce OBJECT-TYPE

SYNTAX Counter32
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"A counter that increments every time an Annoupgee/message
is received, denoted by a transition to TRUEOfrom FALSE
of the rcvdAnnounce variable of the PortAnnounceReceive
state machine (see 10.3.10 and Figure 10-¥2) when in the
DISCARD or RECEIVE states.

REFERENCE "14.7.7"
:= { i1eee8021AsPortStatIfEntry 6 }

ieee8021AsPortStatRxPTPPacketDiscard OBJECE-TYPE

SYNTAX Counter32
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"A counter that inetrements every time a PTP message is
discarded, causéd by the occurrence of any of the
following corfditions:

a) A recedved Announce message is not qualified,
deneted by the function qualifyAnnounce (see
10.8.10.2.1 and 13.1.3.4) of the PortAnnounceReceive
state machine (see 10.3.10 and Figure 10-12)
returning FALSE;

b) A Follow Up message corresponding to a received Sync
message 1s not received, denoted by a transition of
the condition (currentTime greater or equal to
followUpReceiptTimeoutTime) to TRUE from FALSE when
in the WAITING FOR FOLLOW UP state of the
MDSyncReceiveSM state machine (see 11.2.13 and
Figure 11-6);

c) A Pdelay Resp message corresponding to a
transmitted Pdelay Reg message 1s not received,

denoted by a transition from the
WAITING FOR PDELAY RESP state to the RESET state of
the MDPdelayReqg state machine (see 11.2.15 and
Figure 11-8);

d) A Pdelay Resp Follow Up message corresponding to a
transmitted Pdelay Reqg message is not received,
denoted by a transition from the
WAITING FOR PDELAY RESP FOLLOW UP state to the
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RESET state of the MDPdelayReqg state machine (see
11.2.15 and Figure 11-8).
REFERENCE "14.7.8"

{ ieee8021AsPortStatIfEntry 7 }

ieee8021AsPortStatRxSyncReceiptTimeouts OBJECT-TYPE

SYNTAX Counter32
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"A counter that increments every time sync receipt timeout
occurs, denoted by entering the AGED state of the
PortAnnouncelInformation state machine (see 10.3.11%and
Figure 10-13), with the condition (currentTimec(gxéater or
equual to announceReceiptTimeoutTime) TRUE

REFERENCE "14.7.9"
::= { 1eeeB8021AsPortStatIfEntry 8 }

ieee8021AsPortStatAnnounceReceiptTimeouts OBJECTAPYPE

SYNTAX Counter32
MAX-ACCESS read-only
STATUS current
DESCRIPTION

"A counter that increments every time announce receipt
timeout occurs, denedBed by entering the AGED state of
the PortAnnouncelInformation state machine (see 10.3.11
and Figure 10-13%5 with the condition ((currentTime
greater than orx/equal to syncReceiptTimeoutTime) AND
gmPresent)) TRUE.
REFERENCE "14.7.10"
::= { 1eeeB8021AsPorgStatIfEntry 9 }

ieeeB8021AsPortStatbPdetayAllowedLostResponsesExceeded OBJECT-TYPE

SYNTAX Couhter32
MAX-ACCESS, ‘read-only
STATUS current
DESCRIRPTION

"A counter that increments everytime the value of the
variable lostResponses (see, 11.2.15.1.10) exceeds the
value of the variable allowedLostResponses (see
11.2.12.4), in the RESET state of the MDPdelayReq state
machine (see 11.2.15 and Figure 11-8)

REFERENCE R S A R
:= { ieee8021AsPortStatIfEntry 10 }

ieeeB8021AsPortStatTxSyncCount OBJECT-TYPE

SYNTAX Counter32
MAX-ACCESS read-only
STATUS current
DESCRIPTION
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